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Smart applications are becoming more data cen-
tric, and the need for businesses to quickly man-
age vast amounts of data continues to challenge 
today’s computing infrastructure. Nevertheless, 

main memory systems consisting entirely of dynamic 
random-access memory (DRAM) are already hitting their 
power and capacity limits. It would be beneficial to un-
leash significant system performance combined emerg-
ing memory modules without being worried about design 

complexities. Design innovations in 
highly scalable hybrid memory sys-
tems hold great promise to realize 
this vision.

A recent paper1 proposes an 
adaptive management mechanism 
ca l led D appe r  (see Fig u re 1) for 
large-capacity memory integration. 
From the start of its design, Dap-
per has given high priority to lower 
maintenance costs, better user ex-
perience, and higher scalability. It 

enables the user to build larger-capacity memory systems 
while remaining within the system’s overall cost and re-
source limits.

This article focuses on persistent memory (PM), which 
is a recent groundbreaking technological innovation. PM 
delivers a unique combination of data persistence with an 
unprecedented large capacity. For example, Intel has is-
sued its new Optane dc PM module (DCPMM), available in 
128-, 256-, and 512-GB modules. However, integrating PM 
into current commercial servers can be a great undertak-
ing. Many designers and developers may decide against 
changing to PM solutions because of challenging tasks 
such as metadata management, power consumption issue, 
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and remote memory access latency. 
Dapper’s main advantage is t hat it 
gracef ully addresses these memo-
ry-scalability challenges by balanc-
ing performance and overhead.

Dapper provides a convenient ap-
proach for an enterprise to introduce 
large-capacity PM into nonuniform 
memor y access-based  commodit y 
servers. Building with scalability and 
simplicity in mind, Dapper allows 
servers to hold increasing amounts of 

data using a multifaceted optimiza-
tion strategy. For example, Dapper 
manages PM using a DRAM-like man-
ner, thereby bypassing the vast mod-
ifications to the memory management 
subsystem of the OS. In addition, con-
sidering the expense of managing 
large-capacity PM, Dapper chooses 
to dynamically integrate a moderate 
amount of memory to gradually match 
t he memor y dema nd. Con f ronted 
with the bottleneck of remote memory 

access, Dapper further reduces its reli-
ance on remote memory access by ex-
panding local memory with a moder-
ate amount of PM space. 

Aside from enabling more memory 
and larger data volumes per server, the 
authors also infuse the attribute of per-
sistency into the storage subsystem of the 
OS by converting part of the PM into a vol-
ume device. Experimental results show 
that compared to typical memory man-
agement approaches, Dapper can achieve 

FIGURE 1. The Dapper architecture overview.
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average performance improvements 
of 13 and 34% on Graph500 BFS_SSSP 
benchmarks and SPEC CPU2006 float-
ing point workloads, respectively. 

It is increasingly important to build 
scalable, efficient, and high-perfor-
mance computers. Systems such as 
Dapper prepare enterprise systems 
for future growth while creating a 
much leaner product that suits current 
in-memory computing needs with-
out extra design complexity. For more 
than 65 years, IEEE Transactions on 
Computers has served the computing 
community with top-quality research 
contributions. It will continually pay 
attention to the state-of-the-art com-
puting system designs from both aca-
demia and industry. 
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