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Abstract—Early, timely, and accurate assessment of
Alzheimer’s disease (AD), particularly at its earlier stage –
mild cognitive impairment (MCI) –, is central to detecting,
managing, and potentially treating the disease. The biological
underpinnings of AD, however, is multifaceted, from genetic
variations, abnormal protein accumulation, to irregular brain
functions and structure. A joint analysis of these data, therefore,
may offer potentially new insights about AD-related biomarkers
and AD prediction. But such explorations must confront the
complexity of these data: heterogeneity, multimodality and
high-dimensionality. Here, to address these challenges, we
propose a new machine-learning method, namely the tensor
kernel learning (TKL), leveraging tensor methods and kernel
learning, to enhance AD assessment by enhancing multi-modal
data integration. More specifically, TKL first uses CP/PARAFAC
decomposition and graph diffusion to fuse multiple kernels
learned from four complementary data modalities (MRI, PET,
CSF, and SNP data). We then used a supervised kernel for
a kernel SVM classifier to identify potential patients. To
evaluate the effectiveness of TKL, we apply it to data from
the Alzheimer’s Disease Neuroimaging Initiative (ADNI; the
sample size n = 331 subjects), including cognitively normal
individuals (CN), MCI subjects, and AD patients. TKL improves
AD classification performance in both linear and nonlinear
combinations, achieving accuracies of 91.31% for CN vs. AD,
81.45% for CN vs. MCI, and 78.27% for AD vs. MCI, compared
to 85.48%, 70.89%, and 73.51% using the best single modality.
Additionally, TKL reveals clearer, more structured patterns in
the data, enhancing interpretation and understanding of the
relationships among different modalities.

Index Terms—Alzheimer’s disease, data fusion, kernel learn-
ing, tensor decomposition, ADNI.

I. INTRODUCTION

Alzheimer’s disease (AD) is a progressive and prevalent
neurodegenerative disorder primarily affecting older adults.
It is characterized by the accumulation of beta-amyloid and
tau, proteins that lead to cell death and the obstruction of
transportation inside neurons [1]. AD poses significant health,
medical, and societal challenges [2]: it affects approximately
17% of people aged 65 and above [3], [4] and the number of
people suffering from AD worldwide is expected to reach 152
million by 2050. Unfortunately, there is, as of yet, no cure for
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AD [5]. Thus, the early and timely assessment of AD may be
crucial to help better manage the disease.

Chief to AD assessment is the discovery of AD-related
biomarkers. Biomarkers play a crucial role in detection, as-
sessing, and monitoring of disease progression, particularly in
its early stages. Common data for AD biomarker development
include magnetic resonance imaging (MRI), positron emission
tomography (PET), cerebrospinal fluid (CSF), and single nu-
cleotide polymorphisms (SNPs) data [6]. Among them, MRI
is perhaps one of the most widely used in studying dementia
diseases in general and AD in particular [7]. Examples of
MRI features are cerebral atrophy (or ventricular expansion),
voxel-wise tissue analysis, cortical thickness, and volume,
among others. Fluorodeoxyglucose positron emission tomog-
raphy (FDG-PET) has also been used in AD studies [8], [9].
For example, FDG-PET imaging enhances diagnostic accuracy
by unveiling glucose metabolism reduction in specific brain
regions among subjects with AD [10]. Apart from neuroimag-
ing modalities, cerebrospinal fluid (CSF) biomarkers, such
as Aβ42, total tau (T-tau), and phosphorylated tau (P-tau),
provide valuable information for AD diagnosis [11]. For
example, AD subjects generally display low values of Aβ42

and high concentrations of T-tau and P-tau. Finally, genetic
factors, notably the apolipoprotein E (APOE) gene, constitute
significant risk factor to AD [1], [3].

Together, these lines of evidence suggest that different data
modalities may reveal distinct aspects of pathological changes
associated with AD and offer converging or complementary
diagnostic insights. To constructively combine information
from multimodal data to better inform AD assessment and
prediction, one, however, needs effective data integration and
fusion methods coupled with potent predictive models [12].

Much effort has been made to develop multimodal data
fusion methods to, in part, address the limitations of single-
modality-based methods in disease prediction [12], [13].
Broadly, these methods can be categorized into four groups:
(i) correlation-based, (ii) cluster-based, (iii) multitask learning-
based, and (iv) multiple kernel learning-based methods. In
brief, correlation-based methods, such as [14], [15], are useful
for unveiling shared patterns among modalities. Clustering-
based methods find shared clusters among modalities [16],

979-8-3503-6843-7/24/$31.00 ©2024 IEEE

20
24

 In
te

rn
at

io
na

l C
on

fe
re

nc
e 

on
 M

ul
tim

ed
ia

 A
na

ly
si

s a
nd

 P
at

te
rn

 R
ec

og
ni

tio
n 

(M
A

PR
) |

 9
79

-8
-3

50
3-

68
43

-7
/2

4/
$3

1.
00

 ©
20

24
 IE

EE
 | 

D
O

I: 
10

.1
10

9/
M

A
PR

63
51

4.
20

24
.1

06
61

01
4

Authorized licensed use limited to: Bodleian Libraries of the University of Oxford. Downloaded on October 24,2024 at 08:28:45 UTC from IEEE Xplore.  Restrictions apply. 



[17]. Fusion methods based on multitask learning utilize
labeled modalities, translating fusion challenges into relatively
easier multitask learning problems. The optimal, shared mul-
timodal features are selected by maximizing the classification
accuracy [18], [19]. The last approach leverages multiple
kernel (or multi-kernel) learning techniques and has gained
attention for its capacity to integrate diverse sources of in-
formation [20]. By combining kernels derived from different
data sources, it accommodates and integrates a diverse range
of heterogeneous information. Thus, multiple kernel learning
is particularly advantageous when dealing with heteroge-
neous data types and helps build more robust and accurate
models. Consequently, studying multi-modal data with multi-
kernel learning not only improves predictive accuracy, but
also, by comparing the modality-specific kernels, helps better
understand the complex biological systems [21]. Thanks to
these attractive properties, we adopt the concept of multiple
kernel learning, and combine it with tensor decomposition (see
below), for treating the AD classification/detection problem
using multi-modal data.

Recent years have seen successful uses of tensor decom-
position (TD) in computer vision [22], [23], genetics [24],
[25], and source separation [26], [27] (see [28], [29] for
comprehensive surveys). In tensor fusion, a common approach
involves concatenating multiple data tensors into a single
one and employing TD to obtain shared features [30], [31].
While TD enhances model performance, simplifies parameter
structures, and improves interpretation, challenges arise when
dealing with multi-modal heterogeneous, large-scale, and high-
dimensional data. The concatenated tensor often grows expo-
nentially, posing significant difficulties and huge variability for
current TD methods. Even if decomposition is feasible, the
resulting components (e.g., core tensors and loading factors)
may not be optimal, affecting the quality of the shared features.
To address this, we propose Tensor Kernel Learning (TKL),
which fuses heterogeneous data into a common supervised
kernel space. TKL thus not only fuses multimodal data in the
implicit feature space, avoiding the need for large or compu-
tationally expensive original features, but also takes advantage
of the structural information among modalities. We employed
directly supervised kernels for classification instead of adding
manifold learning to obtain low-dimensional representations
as done in [32], [33]. Experimentally, our method integrated
well with both linear and nonlinear combinations for AD
classification tasks using multi-modal data.

II. MATERIALS AND PROPOSED METHOD

A. Materials

1) Dataset: This paper considers 331 subjects from the
Alzheimer’s Disease Neuroimaging Initiative (ADNI) data
(www.loni.ucla.edu/ADNI): 121 subjects who are cognitively
normal, 100 with Mild Cognitive Impairment (MCI), and 110
with AD. See Table I for detailed demographic information.

The neuroimaging data consist of T1-weighted MRI and
FDG-PET images. See Fig. 1 for example images from AD
and CN subjects. The MRI images contain 176 × 240 × 256

TABLE I
DEMOGRAPHIC BY GROUP FOR THE STUDIED SAMPLE. NO. = NUMBER OF

SUBJECTS. AGE = MEAN AGE (± STANDARD DEVIATION).

CN MCI AD

No. Age No. Age No. Age

Male 66 74.62 ± 5.60 67 76.39 ± 6.70 68 75.47 ± 7.90
Female 55 74.71 ± 5.33 33 72.25 ± 7.54 42 72.61 ± 7.53

Total 121 74.66 ± 5.46 100 75.03 ± 7.23 110 74.37 ± 7.85

Fig. 1. Brain imaging before and after preprocessing. The top row presents a
slice of T1-weighted MRI alongside a corresponding slice of FDG-PET from
a cognitively normal subject, while the bottom row depicts images from a
subject diagnosed with AD.
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Fig. 2. (a) Cerebrospinal fluid (CSF) data in this study. Patients with AD
have abnormally low levels of Aβ42 and high levels of T-tau and P-tau in
comparison with normal subjects. (b) An overview of SNPs data in this study.
The rows represent 6244 SNPs and the columns are 331 subjects arranged
by three groups. Each SNP indicates gene variation, represented as 0 for no
major variant, 1 for one major variant, and 2 for two major variants.

voxels (sized 1.2×1×1 mm3); each image is segmented into
grey matter (GM), white matter, and CSF, with GM selected as
the feature of interest. PET images comprise 160× 160× 96
voxels (sized 1.5 × 1.5 × 1.5 mm3). MRI highlights brain
atrophy in specific regions; PET highlights reduced glucose
metabolism in areas potentially affected by AD. We utilized
three measurements for CSF features: Aβ42, PTAU, and TAU
(see Fig. 2). For genetic information, we obtained single
nucleotide polymorphisms (SNPs) data. We obtained the count
of minor variants from ADNI (see Fig. 2) and removed SNPs
with missing values, resulting in 6244 SNPs.

2) Pre-processing: The T1 MRI data underwent imag-
ing by ADNI (https://adni.loni.usc.edu/methods/mri-tool/
mri-pre-processing/). The pre-processed MRI images were
then segmented to extract GM tissues using the CAT12
toolbox (https://neuro-jena.github.io/cat/). PET images were
co-registered with MRI images using the ANTs toolbox
(https://github.com/ANTsX/ANTs). Following the preprocess-
ing procedures, all images were brought into the same MNI
space, ensuring alignment both within the same subject across
different modalities and across different subjects. We em-
ployed the template provided by the CAT12 toolbox, which
has dimensions of 113 × 137 × 113 with isotropic voxels of
1.5 mm. Finally, both MRI and PET images were projected
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Fig. 3. Overview of the framework and proposed method.

Fig. 4. Identified features from MRI and PET data and their feature importance
for distinguishing AD and CN.

into the Schaefer 2018 atlas with 200 parcellations [34].

B. The proposed Method

We present schematic pipeline of the proposed method
in Fig. 3. We used four modalities: grey matter, FDG-PET,
CSF and SNP. Each modality was independently trained by a
random forest classifier and we obtained a similarity matrix for
each modality. The four similarity matrices were then stacked
into a three-way tensor. During tensor kernel learning, we
approximated the tensor with a rank equal to the number of
classes. Next, the similarity matrices exchanged information
through a diffusion process and were combined into a single
joint similarity matrix. This matrix was afterward fed into
a kernel support vector machine (SVM), where the training
and testing indices remained the same as in the random
forest classifier step. Throughout, we used the term “similarity
matrix” (output of the random forest) interchangeably with
“kernel matrix” in kernel SVM.

1) Random forest classifier: We used a random forest (RF)
classifier to generate the similarity matrix, following [32]
(via scikit-learn library in Python). We chose 500 trees for
each modality. The outcome is a similarity matrix among
N subjects for each modality. The similarity between two
subjects is determined by the proportion of trees in which the
subjects end up in the same leaf. Additionally, we examined
feature importance in the classification task within the RF.
For example, we projected the identified features from MRI
and PET data, respectively, onto the brain space in Fig. 4,
where the colour code indicates feature importance. Our results
suggest that PET features in certain areas are more important
than their MRI counterparts. This is particularly pronounced
in the temporal and parietal lobes, critical in AD [9]. Addi-
tionally, there seems little overlapping regions between MRI
modality and PET modality. This hints that RF identified
likely complementing features; with added non-overlapping
information, this may potentially improve classification.

2) Tensor kernel learning (TKL): After obtaining M simi-
larity matrices (sized N × N ) from M modalities, we con-
catenated them into a three-way tensor X ∈ RN×N×M .

The objective was to estimate a low-rank tensor X̂ through
CP/PARAFAC decomposition. Specifically, we found a low-
rank tensor X̂ via the following optimisation problem:

argmin
X̂

∥∥X − X̂
∥∥2
F

s.t. X̂ =

R∑
r=1

ar ◦ br ◦ cr, (1)

where ◦ denotes the outer product, A = [a1,a2, . . . ,aR] ∈
RN×R, B = [b1,b2, . . . ,bR] ∈ RN×R, and C =
[c1, c2, . . . , cR] ∈ RM×R are loading factors. We set R as
the number of classes in the multimodal AD classification
task. To solve Equation (1) with a fixed R, we applied the
alternating least-squares (ALS) method (via the “cp-als.m”
function from the Tensor Toolbox (www.tensortoolbox.org/)).
In Section III-D, we further investigated the impact of R on
the performance of TKL.

3) Nonlinear graph fusion (NGF): In this stage, data from
different sources are represented as graphs: the nodes are sub-
jects and edges depicts between-subject modalities. Nonlinear
graph fusion (NGF) [33] combines these graphs such that key
information is integrated in a non-linear way to effectively
capture the complex, nonlinear interactions between different
data types. NGF is an unsupervised process based on the graph
diffusion process (DP). The DP is carried out in T iterations.
In each iteration, the neighborhood information is represented
by a sparse matrix S. This matrix takes (k-nearest) neighbor
information into consideration with values derived from a
weighted matrix W(p, q) = wpq (the weight of the edge be-
tween vertices p and q) in each graph and normalized weighted
values based on the k-nearest neighbor. The DP in each
step states: Wi

t+1 = Si ×
(

1
M−1

∑M
j=1,j ̸=i W

j
t × (Sj)⊤

)
,

where the superscripts i and j represent modality indices, the
subscript t denotes the current iteration, and × indicates matrix
multiplication.

4) Kernel Support Vector Machine (SVM): After TKL and
graph diffusion processes, we aggregated kernels from all
modalities into a single kernel using summation. To classify
subjects, we used a kernel SVM. Kernel functions, such as
k(xn,xm) = Φ(xn)

⊤Φ(xm), provide flexibility and enable
SVM to handle nonlinear relationships. In linear cases, where
k(xn,xm) = x⊤

nxm, kernel SVM boils down to soft SVM.
In this paper, we used kernel matrix K(m,n) = k(xn,xm),
which corresponds to the similarity learned from the random
forest in the previous step. Remarkably, we employed semi-
supervised learning in our framework by using all data to
construct a complete kernel matrix via random forest. The
training and testing kernels are then derived from this complete
kernel using subject indices. In general, the kernel SVM
problem can be expressed as follows:

λ̂ = argmax
λ

{
N∑

n=1

λn − 1

2

N∑
n=1

N∑
m=1

λnλmynymk(xn,xm)

}

s.t.
N∑

n=1

λnyn = 0, 0 ≤ λn ≤ C, ∀n = 1, 2 . . . , N.
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The output/label can be determined as

ŷ =

N∑
m=1

λ̂mymk(xm,x) +
1

N

N∑
n=1

(
yn −

N∑
m=1

λ̂mymk(xm,xn)

)
.

III. EXPERIMENTS

We begin by summarising the key findings of the ex-
periments. First, TKL preserves the within-modality struc-
tural information and the between-modality complementary
information. Second, TKL, combined with NGF, yields clear
patterns that produce biologically explainable results. Third,
integrating TKL and NGF enhances overall disease classifica-
tion performance.

Next, we outline the experiments. First, we conducted all
experiments using a random holdout method with 80% of the
data for training and 20% for testing, repeated 100 times. In
other words, each experiment consisted of a random draw and
random 80/20 split of the data; there were no overlapping
subjects between the training and test sets. To evaluate the ker-
nel matrix for classification, we reported accuracy, specificity,
and sensitivity scores and present their means ± standard
errors. For classification purposes, we used the libsvm package
in MATLAB (www.csie.ntu.edu.tw/∼cjlin/libsvm/). For tensor
decomposition, we utilized the CP model implemented in the
tensor toolbox (www.tensortoolbox.org/), with a tolerance of
10−9 and a maximum of 1000 iterations. For NGF, we used
five iterations with a neighborhood size of 3.

To compare the kernel/similarity matrix K of each modality
vs the ground truth kernel Ky, we used a scoring method
similar to that in [35]. More concretely, the score is defined as

Score(K,Ky) =
|std(K⊙M+)−std(K⊙M−)|

|mean(K⊙M+)−mean(K⊙M−)|
, (2)

where ⊙ is the element-wise product, mean(·) and std(·) de-
note the mean and standard deviation operations, respectively.
With y ∈ R1×N , yi ∈ {−1, 1}, then matrix Ky is defined as

Ky(i, j) =

{
yi, if yi = yj ,

0, otherwise.

Matrices M+ and M− are binary masks defined as

M*(i, j) =

{
1, if yi = yj = (1 if * = ‘+’,−1 if * = ‘-’),
0, otherwise.

A lower score between the input and the output kernels
indicates better separation between individual classes.

A. TKL preserves underlying structural information

To demonstrate that TKL not only captures the inter-
subject relationship but also integrates complementary inter-
modality information, we evaluate the similarity scores using
Equation (2) between the input and output kernels, both before
and after TKL. Table II compares the kernels across three
binary pairs of groups – CN vs AD, CN vs MCI, and MCI vs
AD – and suggests several interesting findings.

TABLE II
COMPARISION BETWEEN ORIGINAL KERNEL MATRIX AND THE KERNEL

AFTER TKL WITH OUTPUT KERNEL

Group Modality
Score with output kernel

CN vs AD

Original TKL

GM 18.63 ± 0.13 9.22 ± 0.12 (↓ 50.56%)
PET 4.44 ± 0.02 3.98 ± 0.06 (↓ 10.36%)
CSF 16.85 ± 0.25 6.24 ± 0.1 (↓ 62.97%)
SNP 77.95 ± 0.48 56.58 ± 0.96 (↓ 27.45%)

CN vs MCI

GM 48.35± 0.38 46.51± 0.47 (↓ 3.80%)
PET 19.94± 0.15 17.16± 0.13 (↓ 14.02%)
CSF 72.23± 0.49 41.00± 0.85 (↓ 43.30%)
SNP 171.16± 1.88 141.39± 1.44 (↓ 17.38%)

MCI vs AD

GM 75.99 ± 0.50 68.38 ± 0.70 (↓ 10.02%)
PET 24.09 ± 0.20 20.70 ± 0.20 (↓ 14.08%)
CSF 69.09 ± 0.45 38.96± 0.56 (↓ 43.53%)
SNP 215.22 ± 2.41 178.64± 2.27 (↓ 17.00%)

First, overall the classification results show the best for CN
vs AD, followed by CN vs MCI, and then MCI vs AD. Intu-
itively, this makes sense as the difference between CN and AD
is larger than that of the other two groups, and MCI is perhaps
more similar to AD than to CN. Our results, however, show
that TKL detected this from an arithmetic and automated way.
Second, in all three groups, PET exhibits the highest perfor-
mance with mean scores of 4.44, 19.94, and 24.09 for CN
vs AD, CN vs MCI, and MCI vs AD, respectively. Third,
the results using SNPs data exhibit the lowest performance.
Nevertheless, using TKL, all modalities show an improvement
with the output kernel. This improvement can be explained
by TKL’s ability to use complimentary information between
modalities and the underlying rank structure constraint.

Fourth, CSF demonstrates a significant improvement in
accuracy across the three calssification tasks (decreasing by
62.97% in CN vs AD, 43.30% in CN vs MCI, and 43.53% in
MCI vs AD). Our analyses thus hint that GM, PET, and SNP
data may effectively complement CSF in broad scenarios.

Fifth, in CN vs AD groups, the TKL method enhances
the score of the GM modality by integrating complementary
PET, CSF, and SNP modalities. This integration significantly
reduces the error in the output kernel by 50.56% compared
to the original kernel. However, in the MCI vs AD groups, it
decreases by 10.02%. This indicates that the boundary between
multimodal data obtained from MCI vs AD subjects and that
obtained from CN vs MCI subjects (and thus the projections
from multimodal data to subject groups) are not as clear as
those obtained from CN and AD groups. Due to such nebulous
(feature)-modality boundaries and less accurate feature-to-
label projections, it is more difficult to obtain complementary
information from each modality to build as discernible a
decision boundary between MCI vs AD groups and CN vs
MCI groups as it between CN vs AD groups.

B. TKL enhances overall classification performance

To provide an overview of TKL’s performance, we con-
ducted experiments across three classification tasks (CN vs
AD, CN vs MCI, and MCI vs AD), modality types (sin-
gle modalities vs combinations (summations)), and methods

Authorized licensed use limited to: Bodleian Libraries of the University of Oxford. Downloaded on October 24,2024 at 08:28:45 UTC from IEEE Xplore.  Restrictions apply. 



TABLE III
PERFORMANCE OF SINGLE MODALITY VS MULTIMODAL FUSION UNDER DIFFERENT FUSION STRATEGIES.

Group Modality
Original NGF NGF+TKL

Accuracy (↑) Specificity (↑) Sensitivity (↑) Accuracy (↑) Specificity (↑) Sensitivity (↑) Accuracy (↑) Specificity (↑) Sensitivity (↑)

CN vs AD

GM 78.81± 0.54 83.24± 0.59 89.45± 0.99 83.24± 0.59 86.09± 0.73 80.46± 0.95 89.45± 0.99 91.98± 0.69 87.54± 1.94
PET 85.48± 0.50 87.85± 0.47 89.52± 0.91 87.85± 0.47 89.17± 0.69 86.69± 0.84 89.52± 0.91 92.51± 0.65 86.77± 1.90
CSF 76.46± 0.50 75.46± 0.57 87.92± 1.11 75.46± 0.57 78.26± 0.92 73.06± 1.06 87.92± 1.11 92.84± 0.66 83.49± 2.12
SNP 49.49± 0.71 55.47± 0.79 89.96± 0.79 55.47± 0.79 60.27± 1.32 50.62± 1.35 89.96± 0.79 87.95± 1.30 92.45± 0.58

Combine 88.72± 0.41 88.63± 0.61 88.98± 0.74 80.10± 0.65 83.47± 1.08 76.54± 1.32 91.31 ± 0.49 89.88 ± 0.87 93.06 ± 0.50

CN vs MCI

GM 66.00± 0.62 73.72± 0.74 80.39± 0.91 73.72± 0.74 78.84± 1.12 68.53± 1.08 80.39± 0.91 83.18± 1.31 78.14± 1.11
PET 70.89± 0.60 78.94± 0.59 82.50± 0.67 78.94± 0.59 82.84± 0.73 75.20± 1.13 82.50± 0.67 86.81± 0.80 77.81± 1.20
CSF 60.44± 0.57 57.89± 0.62 78.83± 0.79 57.89± 0.62 68.11± 1.15 46.91± 1.25 78.83± 0.79 80.51± 0.96 76.95± 1.23
SNP 49.50± 0.85 58.56± 0.69 80.00± 0.74 58.56± 0.69 67.80± 1.76 49.37± 1.94 80.00± 0.74 78.29± 1.06 82.81± 0.99

Combine 72.11± 0.59 79.78± 0.79 64.26± 1.45 67.11± 0.81 70.91± 1.92 64.86± 2.03 81.45± 0.62 80.95± 0.91 82.80± 0.88

AD vs MCI

GM 60.56± 0.97 62.05± 1.03 75.45± 0.93 62.05± 1.03 58.65± 1.71 65.20± 1.40 75.45± 0.93 69.77± 2.06 81.63± 0.85
PET 73.51± 0.51 65.62± 0.64 72.62± 1.03 65.62± 0.64 69.51± 1.10 62.78± 1.18 72.62± 1.03 68.34± 2.01 76.16± 1.93
CSF 60.71± 0.51 57.14± 0.65 73.36± 0.93 57.14± 0.65 51.15± 1.53 63.84± 1.26 73.36± 0.93 73.29± 1.20 73.84± 1.72
SNP 49.85± 0.59 52.38± 0.68 76.93± 0.41 52.38± 0.68 38.85± 1.73 66.11± 1.66 76.93± 0.41 74.19± 1.48 79.24± 0.60

Combine 71.58± 0.48 67.10± 0.93 75.97± 0.57 57.14± 0.84 45.16± 2.26 69.68± 1.70 78.27± 0.21 76.86± 0.94 79.91± 0.59

(original tensor method vs NGF vs TKL + NGF). Table III
presents a performance comparison between single modality
and multimodal fusion using different fusion strategies. To
evaluate the original kernel matrix, we first pre-computed each
kernel from results from the random forests. We then fed
each modality-specific kernel into a kernel SVM to perform
classification. For NGF, we added a DP after obtaining the
modality-specific kernel matrix to exchange information across
modalities before feeding them into the kernel SVM. Finally,
we compared this approach with TKL (see Fig. 3). In TKL
+ NGF, the original kernel went through TKL to enhance the
underlying structure and utilised complementary information
before proceeding to the diffusion process to capture neigh-
borhood information. Finally, the terminal kernel matrix was
fed into the kernel SVM for classification. There are a few
points to note. First, among single modalities, PET exhibits
the highest performance in all three classification tasks: CN
vs AD, CN vs MCI, and MCI vs AD. This is followed by
GM, CSF, and SNP. SNP demonstrates significantly lower
performance compared to the other three modalities. These
results are in line with the score comparisons discussed in
Section III-C. Second, although NGF performs well in some
cases for fusing four modalities or in cases with only three
modalities (GM, CSF, PET), when considering all four modal-
ities and averaging over 100 experiments, it shows instability
and higher error rates compared to using the original kernel
and the TKL. When fusing all modalities, in CN vs AD, NGF
yields an error rate of 0.65 compared to 0.41 using the original
kernel and 0.49 using the TKL kernel. In CN vs MCI, NGF
results in an error rate of 0.81 compared to 0.59 and 0.62 for
the original and TKL kernels, respectively. For AD vs MCI,
NGF results in an error rate of 0.84 compared to 0.48 and 0.21
for the original and TKL kernels, respectively. Third, TKL
outperforms the original kernel and NGF, achieving a mean
accuracy of 91.31%, 81.45%, and 78.27% for classifying CN
vs AD, CN vs MCI, and AD vs MCI, respectively.

C. TKL provides well-explained results

We have so far demonstrated the utility of the TKL method
in classification tasks via kernel learning. Although TKL
improves classification performance, since the kenels were

PET CSFPET+DP CSF+DP

TKL

without

TKL

with

Fig. 5. Kernels learned with and without TKL for PET and CSF data.
derived from biological data, naturally, one would ask “are
the kernels biologically explainable”? To investigate TKL’s
explainability, we visualized the kernel matrix of the original
kernel and the diffusion process (DP) before and after applying
TKL in Figure 5. For demonstration purposes, we showed two
modalities, the PET and CSF modalities. Our results suggest
that, compared to directly applying the DP to the original
kernel, TKL derived a clearer and more structured pattern (see
Fig. 5). Although the kernel matrix after DP improves classifi-
cation, it tends to lose structural information and class patterns.
The DP in NGF leverages neighborhood information and
exchange it among modalities; the significant variance between
subjects and modalities, however, may trigger problems when
directly interchanging information without normalization. To
address this issue, we suggest incorporating TKL before the
DP: this not only enhances classification performance but
also yields sparse kernel matrices. These matrices can be
further analyzed to provide a deeper understanding of the
connections between subjects and offer better insights into
personalized diagnosis.

D. Influence of rank in TKL

TKL leverages the underlying rank structure, where the rank
equals to the number of classes. In binary classification, we set
rank to two for all tasks: CN vs AD, CN vs MCI and MCI vs
AD. To evaluate how the rank affects the overall error across
modalities, we calculated the mean score among the input and
output kernels using ranks ranging from 2 to 10 (see Fig. 6).

There are several interesting patterns. First, in CN vs AD
classification, the tensor kernel with R = 2 yields the smallest
error. The error increases until R = 6 with a minor drop from
R = 7 to R = 10. Second, in CN vs MCI classification, the
tensor kernel with R = 2 yields the highest error and high
variance. The error decreases as the rank increases. Third, in
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Fig. 6. Influence of rank in tensor decomposition.

MCI vs AD classification, the error increases from R = 2 to
R = 5 (similar to the CN vs AD pattern) and decreases from
R = 5 to R = 10 (similar to the CN vs MCI pattern).

IV. CONCLUSION

We introduced TKL to fuse multi-modal data for classi-
fication. By constructing a low-rank tensor, TKL learns the
relevant but succinct underlying structure and complemen-
tary information from multi-modal data. It is robust to high
variance among modalities, enhances pattern recognition, and
improves classification performance. Experiments using the
ADNI data across three classification tasks show that TKL
outperforms both kernel approaches with linear combinations
and nonlinear combinations with diffusion processes.

Despite TKL’s advantage in classification and kernel pattern
recognition, it omits feature selections, as the method operates
at the group-level kernel matrices. Identifying key features
before data fusion may be useful in biomarker studies in med-
ical research. Future studies could explore the use of tensor
decomposition for both feature selection and data fusion.
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