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Abstract—In this letter, we investigate a robust beamforming
problem for localization-aided millimeter wave (mmWave) com-
munication systems. To handle this problem, we propose a novel
restriction and relaxation (R&R) method. The proposed R&R
method aims at minimizing the total transmit power while the
positioning error follows a Gaussian distribution. Specifically,
in the restriction phase of R&R, the probabilistic constraint is
transformed into the deterministic form by using the Bernstein-
type inequality. In the relaxation phase of R&R, the non-convex
optimization problem is reformulated into a convex semidefinite
program (SDP) by using semidefinite relaxation (SDR) and first-
order Taylor expansion methods. To the best of our knowledge,
we first consider the impact of the distribution of the positioning
error on the channel state information (CSI), which further
influences the data rate. Numerical results present the trade-off
of the beamforming between the communication and positioning.

Index Terms—MmWave communication and positioning,
beamforming, positioning error distribution.

I. INTRODUCTION

Simultaneous precise positioning and high-quality com-

munication are becoming a widespread requirement in the

industrial Internet of Things (IoT). The conventional GPS is

weak or unavailable for communication while ensuring the

positioning requirement in harsh environments. Generally, the

millimeter wave (mmWave) has been shown to be effective

in the field of both wireless communication and localization

applications.

Most of existing works of location-aided communication

systems ignore the impact of the positioning error distribution

[1]. As mentioned in [1], a novel positioning-communication

integrated signal is designed to achieve a high-accuracy range
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measurement. In [2], a sum-rate maximization problem under

the positioning constraint and a positioning-error minimization

problem under the communication constraint are optimized for

a massive full-dimensional multi-input multi-output (MIMO)

system. The beamforming vector is optimized to reduce the

localization error bound by using a novel successive local-

ization and beamforming scheme for the 5G mmWave MIMO

system in [3]. In [4], the optimal beamforming design problem

is investigated under the independent data rate constraint

and positioning constraint. However, the coupling relationship

between the positioning error distribution and the quality of

communications has not been explored yet.

Differ from existing works, we propose a novel restriction

and relaxation (R&R) method to investigate the robust op-

timal beamforming problem via considering the distribution

of the positioning error. The positioning error influences the

estimation of the channel state information (CSI), which in

turn affects the data rate. Our objective is to minimize the

total transmit power under the robust data rate while the

positioning error follows a Gaussian distribution. Specifically,

the positioning error is evaluated by the Cramér-Rao bound

(CRB). To solve this problem, we first take the restriction

phase, where the probabilistic constraint is transformed into

a deterministic form via using the Bernstein-type inequality.

Then, we take the relaxation phase, where the non-convex

problem is transformed into a convex problem via using

semidefinite relaxation (SDR) and first-order Taylor expansion

methods.

Notations: a, a, A, and A denote a scalar, vector, ma-

trix, and set, respectively. ℜ{·} and ℑ{·} denote real and

imaginary parts, respectively. rank (·), tr {·}, |·|, ‖·‖2, ‖·‖F,

(·)T, (·)H, and (·)−1
denote rank, trace, absolution, ℓ2 norm,

Frobenius norm, transpose, complex transpose, and inverse

respectively. A � B means that matrix A − B is positive

semidefinite. E {·} and Pr {·} denote the expectation the

probability operator, respectively. I is the identity matrix,

I = [1, 0, 0]T, and M ∆
= {1, · · · ,M}.

II. SYSTEM MODEL

We consider a distribution system containing several multi-

antenna base stations (BSs) and a single-antenna user. Each

BS is equipped with NB antennas. Let denote the location of

the ith BS as pi
∆
= [px,i, py,i]

T
, i ∈M, where M denotes the

number of BSs. Moreover, the location of the user is unknown,

denoted by u
∆
= [ux, uy]

T
.

A. Positioning Frame

The transmit positioning signal of the ith BS xp,i (t) with

the duration Tp is modeled by

xp,i (t) = wisp,i (t) , (1)

http://arxiv.org/abs/2203.16650v1
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where wi and sp,i (t) denote the beamforming vector and po-

sitioning pilot signal of the ith BS, satisfying E
{

s2p,i (t)
}

= 1.

The received positioning signal of the line-of-sight (LoS)

link yp,i (t) is given by

yp,i (t) = Λisp,i (t− τi) + np,i (t) , (2)

where

Λi = gH
i wi, (3)

τi =
‖u−pi‖2

c
+ b represents the effective delay between the

ith BS and user, b denotes the clock bias, which is modeled

as an independent Gaussian random variables with zero mean

and variance σ2
b , c denotes the transmit speed, and np,i (t)

is the circularly symmetric complex Gaussian (CSCG) noise

with zero mean and two-sided power spectral density (PSD)

Np for the positioning signal of the ith BS.

Moreover, gi in (3) is the complex channel vector between

the ith BS and the user, which is expressed as

gi =
√

NBρihia (θi), (4)

where ρi and hi denote the path loss and the complex channel

gain of the ith BS, respectively, and θi is the angle of departure

(AOD) of the ith BS. Furthermore, we adopt uniform linear

array (ULA) as transmit antenna array, so the a (θi) is denoted

by

a (θi) =
1√
NB

[

1, ej
2π
λ

∆d sin θi , · · · , ej(NB−1) 2π
λ

∆d sin θi
]T

,

(5)

where λ denotes wave length, and ∆d = λ
2 is inter-element

distance. For notational convenience, we write a (θi) as ai in

following contents.

Based on the received signal yp,i (t), we can estimate a

rough location û of the user. Subsequently, the positioning

error ∆u is given by

∆u = u− û. (6)

Then, we calculate Fisher information matrix (FIM) and

equivalent FIM (EFIM) [5] as follows. Define the unknown pa-

rameter set η
∆
=
[

ξT1 , · · · , ξTM
]T

, where ξi
∆
=
[

τi,Λ
T
i

]T
,Λi =

[ℜ{Λi} ,ℑ{Λi}]T, i ∈ M. The mean square error (MSE) of

unbiased estimation η̂ of η is given by

E

{

(η̂ − η) (η̂ − η)T
}

� J−1
η

, (7)

where Jη is the FIM. Furthermore, defining location related

unknown parameter vector η̃
∆
=
[

uT,ΛT
1 , · · · ,ΛT

M , b
]T

, the

EFIM Je
p of the position parameter is given by

Je
p =Ξ

∑

i∈M

|Λi|2αiα
T
i −

Ξ2

Ξ
∑

i∈M

|Λi|2 + 1
σ2
b

×

(

∑

i∈M

|Λi|2αi

)(

∑

i∈M

|Λi|2αT
i

)

, (8)

where

Ξ =
4π2W 2

eff

Np
, (9a)

αi =

[

∂τi
∂ux

,
∂τi
∂uy

]T

=
1

c

[

ux − pi,x
‖u− pi‖2

,
uy − pi,y
‖u− pi‖2

]T

. (9b)

The details are provided in Appendix.

B. Communication Frame

Base on estimated distances, we choose the nearest BS

to communicate with the user, marked as the i∗th BS, with

coordinate p. The transmit communication signal of the i∗th

BS x∗
c (t) with the duration Tc is modeled by

x∗
c (t) = ws∗c (t) , (10)

where s∗c (t) denotes the communication pilot signal of the

i∗th BS, satisfying E
{

s∗c
2 (t)

}

= 1.

The received communication signal of the i∗th BS y∗c (t) is

given by

y∗c (t) = (ĝ∗ +∆g∗)
H
ws∗c (t− τ) + n∗

c (t) , (11)

where n∗
c (t) is the CSCG noise with zero mean and two-sided

PSD Nc for the communication signal of the BS, and ĝ∗ and

∆g∗ represent the estimated channel and channel error of the

i∗th BS, respectively.

In order to mathematically formulate the true data rate of

the communication frame, we split the true channel into an

estimate and an error value. Based on the estimated location û,

location error ∆u, and ρ = λ
4π‖u−p‖2

, the estimated channel

ĝ∗ and channel error ∆g∗ can be expressed as

ĝ∗ =

√
NBλh

4π

1

‖û− p‖2
â, (12)

∆g∗ =

√
NBλh

4π

(

1

‖û+∆u − p‖2
a− 1

‖û− p‖2
â

)

,

(13)

where θ
∆
= θ̂ + ∆θ in a, θ̂ = sin−1

(

(û−p)Tey

‖û−p‖
2

)

in â

denotes the estimated angle, ∆θ denotes the angle error, and

ey
∆
= [0, 1]

T
is unit orientation vector. Due to the case of that

‖û− p‖2 ≫ ‖∆u‖2, the effect of the angle error is negligible,

i.e., ∆θ = 0. Subsequently, (13) is transformed into

∆g∗ =

√
NBλh

4π
â

(

1

‖û+∆u− p‖2
− 1

‖û− p‖2

)

. (14)

Therefore, the data rate (bps/Hz) of the i∗th BS R∗ is given

by

R∗ =
Tc

Tp + Tc
log2






1 +

∣

∣

∣(ĝ∗ +∆g∗)
H
w

∣

∣

∣

2

Nc






. (15)

III. PROBLEM FORMULATION

We consider the following optimization problem:
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Robust Beamforming Problem: We denote the rate thresh-

old R̄ of the user and tolerable outage probability Pout, solve

min
w

‖w‖22 (16a)

s.t. Pr
{

R∗ ≤ R̄
}

≤ Pout. (16b)

By substituting (12) and (14) into (15), we can write the

constraint (16b) as

Pr
{

‖û+∆u− p‖22 ≥ γâHwwHâ
}

≤ Pout, (17)

where γ= λ2NB|h|2

(4π)2Nc

(

2
Tp+Tc

Tc
R̄
−1

) .

The optimization problem (16) is hard to be solved due to

non-convex objective function and constraint (17). To handle

this problem, we propose a novel R&R method, which consists

of a restriction phase and a relaxation phase.

A. Restriction Phase

Define Σ
∆
= wwH,V

∆
= ââH, the optimization problem

(16) can be reformulated as

min
Σ

tr {Σ} (18a)

s.t. Pr
{

‖û+∆u − p‖22 ≥ γtr {ΣV }
}

≤ Pout, (18b)

rank (Σ) = 1 (18c)

Σ � 0. (18d)

Note that the probabilistic constraint (18b) does not have a

closed form. To track this challenging problem, we assume

that the positioning error ∆u follows a Gaussian distribution

[6]. Equivalently, the ∆u can be written as ∆u =
(

Je
p

)− 1
2 ep,

where ep ∼ N (0, I). Subsequently, the constraint (18b) can

be written as

Pr
{

eTp
(

Je
p

)−1
ep + 2eTp r ≥ ν

}

≤ Pout, (19)

where r
∆
=
(

Je
p

)− 1
2 (û− p), and ν

∆
= γtr {ΣV }−‖û− p‖22.

Then, we use the following lemma to transform the proba-

bilistic constraint (19) to the deterministic form.

Lemma 1 (Bernstein-type inequality) [7]: Let χ =
zTSz + 2ℜ

{

zTs
}

, where S ∈ H
N denotes a complex

hermitian matrix, s ∈ R
N , and z ∼ N (0, I). Then, for the

any given constant ζ > 0, we have

Pr

{

χ ≥ tr {S}+
√

2ζ

√

‖S‖2F + 2 ‖s‖22 + ζλ+ (S)

}

≤ e−ζ ,

(20)

where λ+ (S) = max {λmax (S) , 0} and λmax (S) is the

maximum eigenvalue of the matrix S.

By using the Bernstein-type inequality in lemma 1, the
probabilistic constraint (19) can be reformulated as

tr
{

(

J
e
p

)−1
}

+
√

2ζ

√

∥

∥

∥

(

Je
p

)−1
∥

∥

∥

2

F
+ 2 ‖r‖22 + ζλ+

(

J
e
p

)−1 ≤ ν,

(21)

where ζ = − ln (Pout). Equivalently, the constraint (21) can

be written as

tr
{

(

Je
p

)−1
}

+
√

2ζ̟ + ζ̺− ν ≤ 0, (22a)

∥

∥

∥

(

Je
p

)−1
∥

∥

∥

2

F
+ 2 ‖r‖22 ≤ ̟2, ̟ ≥ 0, (22b)

̺I −
(

Je
p

)−1 � 0, ̺ ≥ 0, (22c)

where ̟ and ̺ are auxiliary variables.

Consequently, the robust beamforming problem under the

Gaussian assumption is reformulated as

min
Σ,̺,̟

tr {Σ} (23a)

s.t. rank (Σ) = 1, (23b)

Σ � 0, (23c)

(22a), (22b), (22c).

However, the solution is still complicated by the presence

of non-convex constraints (23b), (22b), and (22c). Specifically,

the constraint (23b) is non-convex caused by the rank oper-

ate. The constraints (22b) and (22c) are non-convex by the

presence of the inverse matrix and quadratic ̟2, which is

nonlinear and non-convexity-preserving. Therefore, we use the

relaxation method to handle it.

B. Relaxation Phase

For the constraint (23b), we can solve it by using the
semidefinite relaxation (SDR) method [8]. For constraints
(22b) and (22c), we can convert these into convex approximate
forms by using the first-order Taylor expansion. Specifically,

the ̟2,
(

Je
p

)−1
, ‖r‖22, and

∥

∥

∥

(

Je
p

)−1
∥

∥

∥

2

F
can be approximated

as

̟2 ≈ ̟2
0 + 2̟0 (̟ −̟0) , (24a)

(

J
e
p

)−1 ≈
(

J
e
p,0

)−1 −
(

J
e
p,0

)−2 (

J
e
p − J

e
p,0

)

, (24b)

‖r‖22 ≈ (û− p)T
(

(

J
e
p,0

)−1 −
(

J
e
p,0

)−2 (

J
e
p − J

e
p,0

)

)

(û− p) ,

(24c)
∥

∥

∥

(

J
e
p

)−1
∥

∥

∥

2

F
≈ tr

{

(

J
e
p,0

)−2
}

− 2tr
{

(

J
e
p,0

)−3 (

J
e
p − J

e
p,0

)

}

,

(24d)

where ̟0 ≥ 0 is a preset constant and Je
p,0 is calculated with

any given preset matrix Σi,0 � 0 and angle θi,0 for i ∈ M.

However, the Je
p is not linear over Σ, which causes constraints

of Σ being non-convex. To handle this problem, we use the

Remark 1 to scale Je
p to a linear equation.

Remark 1 [4]: Suppose 1
σ2
b

≫ Ξ
∑

i∈M

|Λi|2 in (8), we can

observe that the following inequality holds:

Je
p � J̃e

p, (25)

where

J̃
e
p = Ξ

∑

i∈M

|Λi|2αiα
T
i − (Ξσb)

2

(

∑

i∈M

|gi|2αi

)(

∑

i∈M

|gi|2αT
i

)

.

(26)
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Then, we replace Je
p by J̃e

p in (22a), we can obtain

tr

{

(

J̃e
p

)−1
}

+
√

2ζ̟ + ζ̺− ν ≤ 0. (27)

Replacing Je
p by J̃e

p in (24), and substitute (24) into (22b) and

(22c), we can obtain

tr

{

(

J̃e
p,0

)−2
}

− 2tr

{

(

J̃e
p,0

)−3 (

J̃e
p − J̃e

p,0

)

}

+ 2(û− p)
T

×
(

(

J̃e
p,0

)−1

−
(

J̃e
p,0

)−2 (

J̃e
p − J̃e

p,0

)

)

(û− p)

≤ ̟2
0 + 2̟0 (̟ −̟0) , ̟ ≥ 0. (28a)

̺I −
(

J̃e
p,0

)−1

+
(

J̃e
p,0

)−2 (

J̃e
p − J̃e

p,0

)

� 0, ̺ ≥ 0.

(28b)

Consequently, the original optimization problem is reformu-

lated as

min
Σ,̺,̟

tr {Σ} (29a)

s.t. Σ � 0, (29b)

(27), (28a), (28b).

The R&R method for solving the optimization problem is

detailed in Algorithm 1. We can obtain the optimal matrix

Σ
opt of (29) via an interior point method for the given

initialization value Σ0, by using off-the-shelf convex opti-

mization solvers such as CVX [9]. Next, we use the eigen-

value decomposition (EVD) method to obtain the optimal

solution (if rank (Σopt) = 1) or the approximate solution (if

rank (Σopt) 6= 1), which is given by

ŵ =
√

λmax (Σopt)v
(

Σ
opt
)

, (30)

where v (Σopt) is the eigenvector corresponding to the maxi-

mum eigenvalue λmax (Σ
opt). When the acquired approximate

solution ŵ is not feasible for the problem, we rescale it by

ŵ ← (1 + δinc) ŵ for any given positive integer δinc [4].

Algorithm 1 : R&R method for solving the robust beamform-

ing problem

1: Input: R̄ > 0, Pout > 0, termination parameter ǫ ≥ 0,

positive integer δinc
2: Initialization: Σi,0 � 0, θi,0, J̃e

p,0 by (26), ̟0 > 0, and

set n = 1;

3: Calculate an initial position by û = u+
(

J̃e
p,0

)− 1
2

ep and

angle by θ̂ = sin−1
(

(û−p)Tey

‖û−p‖
2

)

;

4: repeat

5: Obtain Σn and ̟n as solutions of (29);

6: Compute J̃e
p,n by using (26);

7: Update J̃e
p,0 ← J̃e

p,n, ̟0 ← ̟n, and n = n+ 1;

8: until |tr {Σn} − tr {Σn−1}| ≤ ǫ
9: Extract ŵ by (30);

10: Check whether the solution ŵ is feasible or not. If so,

return ŵ; otherwise, rescale ŵ ← (1 + δinc) ŵ until ŵ is

feasible for the problem and return it;

11: Output: Beamforming vector ŵ

IV. NUMERICAL RESULTS

We conduct simulations to evaluate the performance of

the localization-aided communication system. The positions

of BSs are set as [50, 50]
T

, [75, 50]
T

, [100, 50]
T

, [50, 75]
T

,

[100, 75]
T

, [50, 100]
T

, [75, 100]
T

, and [100, 100]
T

in meters.

The position of the user is set as [75, 75]T in meters. The other

key parameters are listed in Table I.

TABLE I
PARAMETERS OF SIMULATIONS

Frequency 60 GHz
Outage probability Pout 0.05

Rate threshold R̄ 0.3 bps/Hz
Variance of clock bias σb 0.01 ns

Complex channel gain {hi}Mi=1
(1 + j) /

√
2

Two-sided PSD of noise Np, Nc 1 W/GHz
Effective bandwidth Weff 125 MHz
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Fig. 1. The CDF of the data rate with NB = 64.

4 5 6 7 8
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

 Robust,  r = 1/8

 Robust,  r = 1/4

 Robust,  r = 3/8

 

Antenna number of BSs log
2
 (N

B
)

C
R

B
 (

m
)

CRB

R
*

0.0

0.3

0.6

0.9

1.2

1.5

1.8

2.1

2.4

D
at

a
 r

a
te

 R
*
 (

b
p

s/
H

z
)

Fig. 2. Trade-off between the CRB and the data rate as a function of the
antenna number NB of BSs.

Fig. 1 compares the cumulative distribution function (CDF)

of the data rate with different ratios r = Tp/Tc, based on

2000 Monte Carlo trials. In each trial, we generate a random

estimation location of the user based on any given initial feasi-

ble beamforming vectors and AoD. The non-robust condition

is also presented for comparison, which takes the term ĝ∗ as

the perfect CSI without considering the term ∆g∗. The results

show the higher data rates for the proposed robust condition

compared with the non-robust condition. This suggests that

we can achieve the better communication performance by
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considering the effect of positioning errors. For the robust

condition, the data rate is lower with a higher r. However,

the rate probability Pr
{

R∗ ≤ R̄
}

> 0.05 for r = 3/8, which

slightly violates the rate threshold. The reason is that the less

power is allocated to the communication frame.

Fig. 2 shows the trade-off between the CRB and data

rate when varying the antenna number NB of BSs, in which

CRB = tr

{

(

J̃e
p

)−1
}

. For the given NB, both the CRB and

data rate are lower while the more power is allocated to the

positioning frame. Moreover, for the given r, we can conclude

that increasing the NB improves the performance of both the

data rate and the CRB. The reason is that the larger number

of degrees of freedom is available. Thus, there is no conflict

between the performance of these two metrics while increasing

the antenna number of BSs.

V. CONCLUSION

In this letter, we have investigated the robust beamforming

problem for the localization-aided mmWave communication

system. The optimization problem is formulated via consider-

ing the distribution of the positioning error. The formulated

problem is solved by the proposed R&R method, which

leverages techniques such as Bernstein-type inequality, SDR,

and first-order Taylor expansion. Simulation results evaluate

the trade-off of the beamforming between the communication

and positioning via considering the coupling relationship of

the data rate and positioning error distribution.

APPENDIX

Denote the received positioning signal vector yp (t)
∆
=

[yp,1 (t) , · · · , yp,M (t)]
T

, the FIM Jη is given by

[Jη]k1,k2
=

1

Np

∫ Tp

0

ℜ
{

∂µH (t)

∂k1

∂µ (t)

∂k2

}

dt, (31)

where k1, k2 ∈ η, and

µ (t)
∆
=







Λ1sp,1 (t− τ1)
...

ΛMsp,M (t− τM )






. (32)

Then, we can write Jη as

Jη

∆
= diag {Φ1, · · · ,ΦM} , (33)

where

Φi =

[

4π2|Λi|
2W 2

eff

Np
02

0
T
2

1
Np

I2

]

, i ∈ M. (34)

In (34), Weff denotes the effective bandwidth, which is given
by

W 2
eff

∆
=

∫ +∞

−∞

|fS (f)|2df =

∫ Tp

0

∂sp,i (t− τi)

∂τi

∂sp,i (t− τi)

∂τi
dt,

(35)

where S (f) denotes as the Fourier transform of sp,i (t).
Moreover, given Υ = ∂η

∂η̃
, the EFIM Jη̃ can be expressed

as [4]

Jη̃ = ΥJηΥ
T + Jb, (36)

where

Υ =















D1 · · · DM

T1

. . .

TM

IT · · · IT















, (37a)

Di =

[

∂τi
∂u

,02×2

]

, (37b)

Ti =

[

0 1 0
0 0 1

]

, (37c)

[Jb]m,n =

{ 1
σ2
b

,m = n = 2M + 3,

0, otherwise.
(37d)

Then, we can express the Jη̃ as

Jη̃ =

[

A B

BT C

]

, (38)

where

A =
∑

i∈M

DiΦiD
T
i , (39a)

B =

[

02×2M ,
∑

i∈M

DiΦiI
]

, (39b)

C = diag

{

1

Np
I2M×2M ,

∑

i∈M

ITΦiI +
1

σ2
b

}

. (39c)

According to Schur complement, the EFIM of the position

parameter Je
p is given by

Je
p = A−BC−1BT. (40)

Therefore, the EFIM in (8) can be obtained.
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