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Abstract

The throughput performance of the Distributed Coor-
dination Function (DCF) of the IEEE 802.11 MAC proto-
col quickly degrades as the number of contending stations
increases. To solve this problem, it has been shown re-
cently that adaptive contention window modulation based
on channel idle time tracking can be used, generating near
optimal throughput. In this paper, we extend the approach
for the IEEE 802.11e network, where different QoS classes
are defined. We show how to find the class-specific optimal
contention window sizes that yield the maximum aggregate
throughput while maintaining the target throughput differ-
ence between classes.

1. Introduction

It is well known that the throughput performance under
IEEE 802.11 contention-based medium access called the
Distributed Coordinated Function (DCF) [1] significantly
degrades as the number of contending stations increases.
This suboptimality in congestion resolution has been a fo-
cus of attention in recent studies, and the proposals from
the studies can be largely classified into two categories.
The first is reactively modifying the minimum contention
window size (CW,,;,) upon transmission success and fail-
ure [2, 3]. The second is analytically deriving the optimal
C'Wnin for the given congestion level on the link and steer-
ing the system towards it [4, 5, 6].

Algorithmic or analytical, the prior work on 802.11
throughput maximization are all centered around the idea
of CW,,;,, parameter modulation. This is because among
all parameters that can be utilized to control the 802.11
medium access control (MAC) behavior, CW,,;, has prov-
ably predictable dynamics [7]. However, an issue with the
prior work is that they are for the legacy 802.11 links where
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modulating CW,,,;,, is outside the provisions of the proto-
col specification. Fortunately, the functionality is fully sup-
ported in the new standard 802.11e [8].

Although the IEEE 802.11e supports the C'W,,,;,, mod-
ulation, the existing ideas to maximize the MAC-layer
throughput is not directly applicable. This is because there
are 4 access classes (ACs) in 802.11e, and they are bound
to receive different CW,,,;,, values for QoS differentiation
[8]. Therefore, there is an issue how to maximize the aggre-
gate throughput of the 802.11 link while creating the QoS
differentiation. In this paper, we solve this problem, and
show how to set the C'W,,;,, values for each AC, given the
throughput differentiation targets.

In this paper, we only use CWy,;, parameter both to
create throughput differentiation and to achieve the max-
imum aggregate throughput, for its provable predictabil-
ity [7]. Notice there are other parameters in so called the
EDCA parameter set in the 802.11e that we can use to steer
the MAC-layer dynamics such as the maximum contention
window size (CW,q4.), transmission opportunity limit (7X-
OPlimit) and arbitration inter-frame sequences (AIFS’s) [8].
However, their effects [9] are rather difficult to characterize
quantitatively. So we let these parameters equal for all AC’s
in this paper, which we believe is acceptable as long as the
intended throughput differentiation among the ACs is cre-
ated with the CW,,,;,, parameter.

2. Determining Per-class Optimal C'WV,,,;,

In this section, we discuss how to obtain the per-class
CWyuin value set that serves a double purpose: yield
predefined throughput ratio between terminals in different
classes, and maximize the aggregate throughput of the given
802.11e link on which the terminals contend for bandwidth.
To this aim, we proceed as follows. First, we briefly show
that the ratio of CW,,;,,’s is inversely proportional to the
ratio of throughput between classes. Namely, we show for
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where ©() is the throughput of a terminal in class [. The
aggregate throughput is given by the sum of the per-class
throughputs, i.e., © = 3, 0On®, where n®) is the pop-
ulation in class [. Second, we obtain the vector W* =
(CW;,,?W CWT(,LQBH, N CW,(fT)L) that generates the maxi-
mum aggregate throughput for the entire 802.11e wireless
LAN. Namely, for the vector W* we require

Ywrew O(W') < (W) @)
where W is the set of feasible CW,,,;,, assignments to the
802.11e classes.

We remark that Equation (1) does not automatically lead
to throughput maximization that is required by the con-
dition Equation (2). For instance, W7 = (1, 2, 4, 8)
will lead to the same bandwidth distribution with Wy =
(32, 64, 128, 256), but the aggregate throughput for these
two C'W,,:, vectors can be totally different. As a matter of
fact, the very contribution of this paper is to show how we
get the vector W* that simultaneously achieves both Equa-
tion (1) and Equation (2). We also remark that the proposed
scheme does not have to know the class population n!) to
determine W*. This property is important, since the infor-
mation is tricky to obtain in practice. Below, we discuss the
details of the proposed solution.

2.1. Generating Target Throughput Ratio
Between Classes

The fact that the ratio of CW,,,;,,’s between two classes
of terminals leads to the inverse ratio of throughputs (i.e.,
Equation (1)) has been independently established by Yang
et al. [7] and our previous work [10]. Here, we briefly recap
the result in [10]. Assuming the same average packet size
E[P] for each class, the throughput ratio is given as:
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where T'(") is the average time that takes a terminal in class
[ to successfully transmit a frame. It consists of the col-
lision, successful transmission, idle (including CSMA/CA
backoff), and the channel time occupied by other terminals
transmission [10]. Namely,

7O = (ORTO) 1+ 7O 4+ (O + 1)E[TY)]
M p(k)
+ Y 2y (10 + M ET®))
k21 Ps

412

where ¢! is the average number of collisions per transmis-
sion for class [ terminals. Ps(l) is the transmission success
probability for class [, and T(Sl , Tsl s Ti(l) are collision, suc-
cessful transmission and idle times, for class [, respectively.
Let CW\) = CWY) . 4. Then, substituting the ) in
Equation (3), and after some approximations, [10] shows

0® i jC+1Y)+i(C+ 1)+ DV
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where C' = c(l)E[TC(l)] and D = (¢ + 1)E[Ti(l)}.

2.2. Obtaining Multi-class Optimal CW,,;,
Vector

In order to obtain the optimal vector W* in this section,
we proceed as follows. First, we show that the channel
idle time can be represented by the number of contending
stations n [5]. Given n, it is straightforward to derive the
optimal CW . that yields the maximum throughput [11].
But notice n here is not the real population in the 802.11e
WLAN. Rather, it represents the number of contending ter-
minals if there were a single class. In essence, we need to
provide a way to derive the vector W* from the uni-class
scalar CW;,..., which we discuss below.

First of all, from the idle time 7; in the 802.11e class,
we derive the virtual population n, which we define to be
the number of the single-class population that would lead to
the same 7; in the legacy 802.11 WLAN. Then we will get
CWp ., from n. Notice that the probability of an idle slot

in the single-class (legacy) 802.11 networks is given as:
Pi = (1 — T)n

where 7 is the transmission probability in a given slot from
a terminal in the virtual population n. The idle time is then
given by:

T, = -1
1-P
o l-(1=-7) 7

Since the conditional collision probability and the transmis-
sion probability are related as follows,

)n—l

p=1-(1-7)"" 4)

where

T=1-(1-p). 3



The idle time is a function of both n and p as given by:

1
= — - L.
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And from Bianchi [11] we know that p itself is a function

%

(6)

of n, i.e.,

log(1 —p)
2(1-2p) )
(1-2p)(w+1)+p-w(1—(2p)™)

n=1+

log(1l —

where w = CW,,,;,, and m is the maximum backoff stage.
Combining Equation (6) and (7), we can eliminate p, and
obtain T; as a function of n, which can be numerically
computed. Figure 1 shows the relation between 7; and n
for CWy,i = 31 (IEEE 802.11b default), and the analyt-
ical derivation closely fits with the simulation of the IEEE
802.11 in ns-2 [12]. According to this result, we can find the

number of contending stations in the network by observing
the idle time.
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Figure 1. Number of stations vs. number of
idle slots in the single-class 802.11b.

From the perspective of the 802.11e WLAN, the virtual
population n above obtained from trakcing 7; can be con-
sidered to be the weighted sum of the class populations.
Namely,

#(k)

— (k) . L__

where (%) is the number of stations and 7(*) is the tar-
get transmission rate for class k, respectively. Specifically,
the virtual population is the hypothetical number of class-
[ wireless terminals that would yield the total transmission
rate 7 in the single-class network (with class [ only). Here, [
is what we call the reference class, which can be any class.

For convenience, we let it be the lowest-throughput class in
this paper.
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In addition to the nice (inverse) proportionality property
in Equation (1), we establish here the relation between the
ratios of 7’s and that of CW,,,;,,’s:

min
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From the legacy 802.11, we know that the transmission
probability 7 is [13]:
2

T = .

(10)

Note that 7 is a function of a single parameter, p, the con-
ditional collision probability in a given slot. The ratio be-
tween the 7’s in the 802.11e link is then

0 1w +p® oWl s (2p®)'
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Above, we can show that p() ~ p(*) [ £ k since for any
class 1,

(@)
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which is independent of the class i, assuming n(*) is large
and 7(®) < 1. Replacing class-specific collision probabili-
ties with a class-independent probability, i.e., Vi p = p(’“),
we get

+(0) 1+ew yp.ow® 1

O 1+CW,§2n+p-OW7§f2n~1jz:
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~ Wiy
oo,
since 1112;’ < 1 and CWT(nzl)n > 1 for all <. Therefore,

like the throughput ratio, the ratio of transmission rates of
different class stations is inversely proportional to the ratio
of CW i value.

Let 7 be the total transmission probability in any given
slot in the 802.11e WLAN. Then it is the sum of all trans-
mission probabilities from all wireless terminals:

r= 3 a0,
k

(1D



The aggregate throughput O is given by [13]:

PSPME[P]

0= (1= Pw)d + PuPsT,s + P (1 — P,)T.,

where E[P] is the average packet payload size, P is the
successful transmission probability and P, is the probabil-
ity that there is at least one transmission in a given slot.
They are

Ptr
Py

1-(1-7)",

nt(l—7)".

And T}, T, and § respectively denote the duration of a suc-
cessful transmission, average time the channel is sensed
busy by each station during a collision and the duration of
channel idle time. Note that the throughput O is a function
of n and 7. In order to find the optimal 7 that maximizes O,
we require

00

—— 0. 12

or (12)

Substituting Equation (11) for 7, we notice
o _ 00
or Yy, ntk) . 7(k)
- 00
azk n( ) nLL)n . T(l)
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where ), n(k is independent of (). Notice here

0
that % is a constant prescribed by the target throughput

min

ratio, as shown in Section II-A. Therefore, we can reduce
Equation (12) to .

5.0 = (13)
By solving Equation (13) we can obtain the optimal trans-
mission rate 7*() that maximizes the aggregate through-
put ©. Once we have n and 7*(), we can get the p*()
from Equation (4). Then exploiting the relation between
the transmission rate and the collision probability, we get
C’W*( Specifically, we use Equation (4), (5), and (10) to

get CW*(l)

man*
From Bianchi [11] we know that the transmission prob-

ability 7 itself is a function of p and w i.e.,,
B 2(1 — 2p)

(1 =2p)(w+1) +pw(l—(2p)™)
where w = CW,,,;;, and m is the maximum backoff stage.
By modifying Equation (14) with CW,,;,,, we can get
(1 —2p*W) 0
— (2p*®)m))T

(14)
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Figure 2. Optimal CW, mm for the reference

class [ vs. channel idle time.

Plugging in p*® and 7*() Equation (15), we get the
C’W;;(m Figure 2 shows the relation between T and op-

timal C’Wmm
Finally, we can rely on Equation (1) to find the rest of

the values for the optimal vector W*, namely,

@*(L)

= o0 W,

mn

cwrl

mln - (16)
where the target throughput ratio between classes is pre-
scribed.

Since the idle time is locally observed by each station
through the Clear Channel Assessment (CCA), a core func-
tionality of the IEEE 802.11 PHY standard, a station in class

k can first estimate the optimal CWWZ for the reference
class l With this information, it can determine its own
C’Wmm by Equation (16). No central control or explicit
coordination between terminals is necessary. Although the
analytical derivation is complicated, we can tabulate and

store in the MAC firmware only the idle time 7} and its cor-
responding C’Wm(zln for the reference class with sufficient
quantization. Referring to the table will be a single memory

read operation, instead of a lengthy computation.

3. Performance Evaluation

In this section, we validate the analysis through simula-
tion experiments. We run UDP flows on the 802.11e QBSS
for which we modify the legacy 802.11 module in the ns-2
simulator [12]. The UDP flows fall into one of the through-
put classes, so they receive different throughput ratio guar-
antees. We let the wireless terminals in the QBSS all in
mutual transmission range and close and equi-distant to the
QAP.



For UDP, it takes on the average 1,880 us to send one
packet over a 802.11b+e link, with 11Mbps nominal bit-
rate. This is because a transmission goes through the fol-
lowing sequence: DIFS (50 us) + contention (310us on av-
erage = 15.5 slots) + 802.11 DATA (1,308us) + SIFS (10us)
+802.11 ACK (202 us). Here, the 802.11 DATA frame car-
ries the UDP packet with up to 1,500 bytes payload. The
achievable average transport throughput is thus 6.383 Mbps.
(Any higher throughput is obtainable only through the re-
duction in the contention idle time with increased number
of terminals, which is then offset by the collision overhead.)
All simulations run for 1,000 seconds and we iterate each
simulation for 10 times to increase confidence.

3.1. Optimality of W*

In this part, we corroborate through simulation the claim
that the optimal W* in Equation (16) does generate the
maximum aggregate throughput ©*. We simulate three dif-
ferent scenarios and the specifications for each scenario are
in Table 1.

Table 1. Three Scenarios

Population Throughput ratio
Scenario | in classes (A:B:C) | between classes (A:B:C)
1 2:2:2 4:2:1
II 4:5:6 4:2:1
I 4:4:0 2:1:0

In Scenario I, even though the number of stations is 6,
the virtual population is 14 according to Equation (8). The
optimal contention window size corresponding to this vir-
tual population is CW, >~ = 38 according to Equation

(15) if A is the reference class. Table 2 lists up CW;(ii)
for each scenario. The optimal contention window size for
other classes can be easily obtained by scaling the reference

value according to Equation (16).

Table 2. n vs. CW*Y)

min
’ Scenario ‘ Virtual population n CW;(Z.‘?L) ‘
I 14 38
I 38 118
I 12 70

In Figure 3, we vary the C’W,(né,)l, and observe the ag-
gregate throughput to verify that the aggregate throughput
maximizes when the C W;ﬁ

obtained optimum W(*A). While we vary C W) we also

value is near the analytically

min?
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Figure 3. Aggregate throughput for each sce-
nario.

keep the C'W,,;,, ratio for each class 1:2:4 to maintain the
differentiation among the classes. For example, when the

W) =38 welet CW'Z) = 76and CW'S) = 152. n
the figure, the arrows mark whether the analysis predicts the
maximum. We notice that the analysis is reasonably close

to the real optimum.
3.2. Differentiated Throughput

Compared with the station with higher CW,,;, value,
stations with a lower value of C'W,,,;,, show higher through-
put performance, because a lower value of CW,,,;,, will re-
duce the average backoff time before transmission attempts,
correspondingly increasing the probability to grab the chan-
nel. Here we demonstrate that the simulation bears out
Equation (1). We take Scenario I in Table 1, except that we
vary the class population nY), [ € {A, B, C} between 1
to 10" and evaluate the per-class throughput. If our method
works properly, the ratio of C'W,;,,’s should remain con-
stant (while their absolute values adapt to the increased con-
tention), and so should the throughput ratio.

Figure 4 compares the per-class aggregate throughput
values. For example, consider the following case there are
3 stations in each class and the throughput ratio of the class
is 4:2:1. Then virtual population is 21 and the optimal
CWnin value for the lowest class A is 61. By Equation (16)
the optimal CW,,;,, value for class B and C is 122 and 244.
Like this example, all stations adapt their CW,,,;,, value to
maintain the differentiation throughput while the number of
stations in each class increase.

We see that the ratio of the per-class throughput stays

'With 3 classes, the per-class population of 10 amounts to a total of 30
stations. The anecdotal capacity of IEEE 802.11b is said to be 20 to 30
stations.
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Figure 4. Per-class throughput.

close to ©4):0(5):0(C) = 4:2:1. This is what we expect
from prior works [7, 10]. As the per-class population in-
creases, however, the system begins to slightly lose the pre-
cise ratio especially for the highest class. We believe this
stems from the increasing error in estimating n from the idle
time 7}, when n is large so the contention is high (see Figure
1). The underestimation of the population hence contention
level leads to smaller CW,,,;,, values, which is not enough
to cope with the contention. This issue is under investiga-
tion, and will be followed up on in future work.

3.3. Total Aggregate Throughput

We remark that per-class population n(¥) = 10 is equiv-
alent to the total population of 30 in Figure 4, and it is
around the maximum number of terminals that a 802.11b
WLAN is usually provisioned for. To the right of the ver-
tical line, therefore, is the regime that involves severe con-
tention. Nevertheless, we notice in Figure 4 that the total
aggregate throughput (0 = Zke{A’ B, C} ©%)) holds rel-
atively well under load variation. This is the result of the dy-
namic C'W,,,;, modulation based on T;. Here, we evaluate
the impact of the CW,,,;,, adaptation above and beyond the
ratio maintenance. (i.e., through Equation (15) and Equa-
tion (16))

In this experiment, we again configure three classes A,
B and C, and we set the CW,,;, ratio of the class to
C W,SSL:C' WT(,?L:C’ WT(YS% = 1:2:4 for the differentiation.
We compare two schemes, one with the ratio maintenance
and adaptation, and the other with only ratio setting. For
the latter, we fix C'W,,;,, values of keeping the CW,,,;,, ra-
tio for each class 1:2:4 to maintain the differentiation among
the classes.

From Figure 5 we see that aggregate throughput of stan-
dard scheme decreases as the number of stations increases.
However, the adaptive C'W,,;, scheme always performs
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Figure 5. Aggregate throughput with and
without dynamic adaptation.

better than any of the fixed schemes, and the throughput
gap widens as the population increases. Again, the aggre-
gate throughput of the adaptive scheme decreases with n, an
evidence of contention underestimation in the severe con-
gestion regime that we mentioned above.

4. Conclusion

We show that service differentiation and throughput
maximization can be simultaneously achieved through ap-
propriate assignments of per-class optimal C'W,,;,,. By
observing the number of idle slots between two consecu-
tive transmission attempts through the IEEE 802.11 CCA
functionality, we can estimate the number of contending
stations, which is the virtual population of reference class
(which can be any class) terminals. We use this information
to derive the throughput-maximizing per-class transmission
probability, and to obtain the optimal C'W,,;,, for the ref-
erence class. The CW,,;, for non-reference classes can
be obtained by setting it inversely proportional to the tar-
get throughput ratio with respect to the reference class. By
adjusting CW,,,;,, this way, we can simultaneously achieve
service differentiation and aggregate throughput maximiza-
tion in the IEEE 802.11e wireless LANs.

There are other parameters in so called the EDCA pa-
rameter that we can use to create throughput differentiation
and to achieve the maximum aggregate throughput. The
future researches include the optimization of EDCA pa-
rameters to get the performance improvement in the IEEE
802.11e.
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