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Fig. 1: A teleoperated autoTAXI vehicle maneuvering around an improvised construction site C on a test track in
Aldenhoven, Germany. The vehicle tracks the trajectory defined by the remote operator (path visualized in blue) from
the start position A to the goal position B , effectively solving the AV disengagement scenario. Yellow circles ( ) depict
approximate path waypoints specified by a remote operator using the presented teleoperation system.

Abstract— Despite the rapid technological progress, au-
tonomous vehicles still face a wide range of complex driving
situations that require human intervention. Teleoperation tech-
nology offers a versatile and effective way to address these
challenges. The following work puts existing ideas into a modern
context and introduces a novel technical implementation of
the trajectory guidance teleoperation concept. The presented
system was developed within a high-fidelity simulation environ-
ment and experimentally validated, demonstrating a realistic
ride-hailing mission with prototype autonomous vehicles and
onboard passengers. The results indicate that the proposed
concept can be a viable alternative to the existing remote driving
options, offering a promising way to enhance teleoperation
technology and improve overall operation safety.

I. INTRODUCTION

Automated Driving (AD) is becoming the cornerstone of
future mobility. This shift from human-driven to autonomous
vehicles is expected to offer a multitude of advantages,
including improved efficiency, safety, and accessibility in
transportation, contributing to more sustainable and effi-
cient mobility systems. However, despite rapid technological
progress, Autonomous Vehicles (AVs) still face a wide array
of complex and ever-changing driving situations that test
their independent decision-making abilities, often even ex-
ceeding their Operational Design Domain (ODD). Recently,
teleoperation technology has gained prominence as a reliable
alternative for AD. It offers a versatile and effective way
to address various challenges throughout the AD operational
cycle. Beyond being just a backup, teleoperation is becoming
increasingly important in bringing AVs to the public roads
and scaling up the technology [1].
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A. Teleoperation as a Fallback Solution

The primary goal of teleoperation is to support the AV
operation by allowing human remote operators to take over
remote control of the AV and help resolve challenging
situations safely and efficiently. Over the last two decades,
academia and industry have explored and demonstrated vari-
ous concepts of remote interaction with AVs. These concepts
are usually categorized into two main groups based on the
level of human involvement, interaction type, and overall
use case [2, 3]. The first category, Remote Driving (RD),
involves teleoperation concepts where the operator takes
responsibility for the driving task. Conversely, the second
group of concepts, named Remote Assistance (RA), lets
operators assist the AVs by providing high-level guidance
while the vehicle remains in charge of the driving task.

B. Project UNICAR.agil and Research Questions

The concept groups have different system prerequisites
and can be used for different use cases. The project
UNICARagil [4] provided a platform to explore the effec-
tiveness of RD concepts in a real-world setting. Funded
by the German government, the project created the basis
for sustainable and intelligent user-centered transportation
vehicles of the future [5]. Four driverless vehicle prototypes
were developed, each with a different use case focus (see
Table I below). These use cases consider close interaction
between the automated driving and teleoperation modes,
where the remote operator can take over the vehicle control
at any point.

TABLE I: UNICARagil AV prototypes and their use cases

autoCARGO autoELF autoSHUTTLE autoTAXI

Delivery Family Ridepooling Ride-hailing
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Additionally, vehicles used the cloud infrastructure [6]
to report the disengagement events and request assistance.
Typical scenarios include navigating complicated traffic in-
teractions (e.g., a policeman at an intersection waiving the
right of way) or navigating construction sites, roadworks,
and other complex situations not covered by the nominal
ODD. Placing AVs into some of these situations offered a
unique opportunity to explore how to improve the current
remote driving State-of-the-Art and motivated the following
research questions:

• How to go beyond the Direct Control (DC) while still
providing the operator with a high level of control?

• How to go beyond the steering wheel and pedal input
modality while still providing the operator with an
intuitive way of interacting with the vehicle?

• How to design a corresponding HMI that enables the
operator to build-up situational awareness and make
informed decisions?

C. Contribution and Structure

This work introduces a novel technical implementation
of the Trajectory Guidance (TG) Teleoperation Concept
(TC) [2] to enhance the current state of the remote driving
technology. The presented work puts the existing ideas into a
modern context and provides a technical implementation of
all the essential components and their interactions. A high-
fidelity simulation environment supported the development
of the system. Finally, a series of driving tests with real
AV prototypes under realistic disengagement events offered
a way to conduct initial experimental validation of the sys-
tem, effectively demonstrating advantages and disadvantages
compared to the state-of-the-art. The paper is structured as
follows: Section II gives an overview of the related work and
motivates Section III, which details the system strategy and
architecture. The methodology for experimental validation
is introduced in Section IV, with Section V providing a
discussion on results and outlining future work possibilities.
Finally, Section VI concludes the paper.

II. RELATED WORK

The idea of improving the direct control teleoperation con-
cept has been around for decades. It was mainly motivated
by the need to reduce the vulnerability of the teleoperation
system to communication delays and network instabilities
[7]. Additionally, relieving the operator from the burden of
controlling every aspect of the driving task was seen as a
way to reduce workload and increase safety. One popular
way of achieving this is by using Shared Control (SC) TC
[8]. While it uses the same input modality as the DC, the
onboard shared controller analyzes the operator’s input and
modifies it to ensure safety (if necessary). In contrast to DC
and SC, diverging from the vehicle stabilization task, the
idea of TG was introduced [9]. Here, the operator provides
the vehicle with a trajectory to follow. The vehicle then uses
its onboard localization modules and controller to track it.
This responsibility reduction aimed to improve the operator’s
Situational Awareness (SA) and reduce the workload while

simultaneously making the system more robust to network
issues. Different implementations of the trajectory guidance
concept with more or less details have been proposed over the
years. Gnatzig et al. [10] suggested using a steering wheel
or joystick to provide the system with shorter trajectories up
to several meters long. However, the fact that the operator
has to continuously provide the vehicle with new trajectory
segments is a significant drawback. One way to address
this issue is to introduce a mouse and keyboard as input
modalities to define the trajectory that now could be much
longer and more complex. Kay and Thorpe [9] proposed a
camera-based HMI concept that allows the operator to define
such trajectory by clicking on the image of the road ahead.
However, this teleoperation system was never technically
implemented or evaluated. On the other hand, Hoffmann et
al. [11] used the TG idea to develop a safety concept for
the DC mode, generating a Minimal Risk Maneuver (MRM)
based on operator command(s) that would be tracked in
case of emergency. Finally, discussing the functionalities of a
modern AV, Jatzkowski et al. [12] suggested that TG might
play an essential role as one of the standard RD teleoperation
concepts, but provided no further implementation details.
This lack of technical implementation - especially in modern
AV context - motivated the following work. Additionally, the
availability of vehicle prototypes offered a suitable HW/SW
platform [13] for experimental validation in a real-world
setting.

III. APPROACH AND IMPLEMENTATION

Enabling interaction between the remote operator and the
AV requires a teleoperation system usually divided into three
main components, as shown in Fig. 2. The Teleoperation
Concept defines the technical functionalities of the system.
The interface modalities and interaction features are defined
by the Human-Machine Interface (HMI). Finally, the Safety
Concept describes the system’s safety aspects and behavior
mechanisms in safety-critical situations.

AV System Operator

Teleoperation
System

Human-Machine
Interface

Safety Concept

Teleoperation
Concept

Fig. 2: Main components of the teleoperation system.



The development of the teleoperation system used the
user-centered design process defined by the ISO 9241-210
standard [14]. Table II shows the derived system require-
ments used as a basis for the technical specification of the
system.

TABLE II: Main system requirements

Requirement Description

RQ-1* The vehicle shall track the trajectory and remain in
charge of control signal generation and execution

RQ-2* The teleoperation system shall be integrated within
the existing ToD software architecture

RQ-3* The teleoperation system shall support the
integration with prototype vehicles

RQ-4† The teleoperation system shall provide an HMI that
supports the build-up of SA and vehicle interaction

RQ-5† The teleoperation system shall allow the remote
operator to define a trajectory for the AV to follow

RQ-6‡ The operator shall be able to trigger an MRM and
stop the trajectory tracking process

RQ-7‡ In case of emergency, a vehicle shall execute an
MRM (due to network loss, collision risk, etc.)

Requirement type: *T. Concept, †HMI, ‡Safety

The following sections describe the main components of the
developed teleoperation system in detail.

A. Teleoperation Concept

The overall operational logic of the trajectory guidance
teleoperation system can be seen in Fig. 3. Main concept
phases (shown in orange) describe the interaction between
the remote operator and the vehicle. Additionally, two main
safety mechanisms (shown in green) depict the safety con-
cept that ensures safe operation. As the AV system dis-

engages its operation, it sends a teleoperation request1 to
the remote operator. An established connection between the
operator and the vehicle marks the moment of the Takeover.

1) Trajectory Creation: In the first phase, the operator
creates a trajectory for the vehicle to follow, defined by a
series of path points with a corresponding velocity profile.
The trajectory is created as follows: The operator uses the
sensor data to assess the situation, makes a decision about
what the vehicle should do, and uses the HMI to define
path waypoints up to the goal position - the number of
waypoints depends on the path length. Once specified, a
smooth path with equidistant points is generated using cubic
C2 spline interpolation [15]. Finally, this path is assigned
a trapezoidal velocity profile [16] generated for each path
point while considering the path topology (curvature) and
maximum allowed velocity/acceleration/jerk constraints to
ensure smooth driving behavior. Fig. 4 shows the result of
this procedure.
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Fig. 4: Reference trajectory, rref produced during the tra-
jectory creation phase. The vehicle is expected to track this
trajectory.

1In a realistic production setting, the AV reports the disengagement event
using cloud infrastructure (possibly as a digital twin) to the operation center,
which assigns a human remote operator to assist the vehicle in need.
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Fig. 3: Trajectory guidance operation logic showcasing the teleoperation concept and safety mechanism elements.



2) Trajectory Check: Once created, the trajectory is sent
to the vehicle, which verifies the data integrity and performs
final feasibility and safety checks. If the trajectory check
fails 1 , the process returns to the previous stage, where
the operator has to create a new trajectory. Otherwise, the
process continues 2 to the next phase. In both cases, the
HMI informs the operator about the status of the trajectory
check.

3) Trajectory Approval: In this phase, the operator does
the final review of the trajectory. Suppose the traffic situation
has changed to the point where the previous decision is not
satisfying anymore. In that case, the operator can decide
to reject it 3 and return to the Trajectory Creation phase
to create a new one. Otherwise, the operator approves the
trajectory 4 , which triggers the next phase.

4) Trajectory Tracking: Once the vehicle receives the
approval, it does the final processing of the trajectory to
fit the required input specification. This depends on the
controller type (e.g., see Homolla et al. [17]), but it is nec-
essary to ensure proper communication with the controller.
The vehicle then starts to track the trajectory 5 while
streaming the vehicle data to the operator. The trajectory
tracking runs until the vehicle reaches the specified end of
the path, where it stops and transits back to the Trajectory
Check state 6 awaiting the subsequent trajectory from the
operator 7 . If the vehicle has reached the goal position, the
operator can end the teleoperation session, the AV will return
to the Automated Operation state and continue its original
autonomous mission.

B. Safety Concept

1) Monitoring: As in all remote driving concepts, the
operator takes full responsibility for the safety of the vehi-
cle’s behavior. Consequently, as the AV starts tracking the
trajectory, the operator must actively monitor the vehicle
8 and intervene if necessary. The operator can trigger

this intervention at any time and will transit the system to
the Emergency Stop state 9 . Additionally, the vehicle will
also traverse into the Emergency Stop state automatically
if it detects a safety-critical situation 10 such as complete
network loss, collision risk, etc.

2) Emergency Stop: In any case, the vehicle will trigger
an MRM that ensures the safety of both ego-vehicle and
other road participants, inform the operator about the event,
and proceed to wait for the next trajectory 12 or session
end. Fig. 5 shows the maneuver execution process amid the
trajectory tracking phase. Each time step of the trajectory
tracking triggers a new maneuver generation with an adapted
path and velocity profile.

C. Human-Machine Interface (HMI)

HMI is the main interface between the operator and the ve-
hicle. It provides the operator with the necessary information
about the vehicle and its surroundings and plays a crucial role
in the operator’s situational awareness. Additionally, it allows
the operator to interact with the vehicle. It can be divided
into two main components: Input and Output. Typical input
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Fig. 5: Simulated execution of the MRM during the trajectory
tracking phase.

devices include a steering wheel, pedals, joystick, mouse,
keyboard, etc. The output part is usually realized using a
combination of different graphical user interface elements
displayed on one or more screens in different constellations.
The (optimal) HMI design depends on many factors, includ-
ing the use case, teleoperation concept, vehicle platform, etc.,
and as such, is a complex topic that addresses many different
aspects [18]. Fig. 6 shows the developed HMI concepts for
the presented trajectory guidance teleoperation system that
meets the previously defined requirements, accompanied by
Table III that describes the main display elements and their
corresponding data sources. Both concepts use the same
input and output devices: a mouse & keyboard and a display.
The current industry standard [19, 20] inspired the design.
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D

(a) HMI v1: TG teleoperation GUI based on ToD SW Stack [21]
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G

(b) HMI v2: TG teleoperation GUI based on Foxglove [22]

Fig. 6: Developed HMI concepts for the trajectory guidance
teleoperation system.



TABLE III: Human-Machine Interface - display elements and
corresponding data sources.

Element Position HMI v1 HMI v2

Vehicle Data*

& 3D Model† A

Camera
Streams* B 3D Sphere [21] 2D Rectangles

HD-Map† C Lanelet2 [23] Lanelet2 [23]

Trajectory
Path† D

LiDAR
Pointcloud* E Obstacles-only

Satellite
Image† F Google Earth

Geographic
Map* G OpenStreetMap

Data source end: *Vehicle, †Operator

A 15-month-long three-step development process was used
to implement the presented teleoperation system, as shown
in Fig. 7. First, the system was developed within the ToD
software stack used as the main software platform (7a), offer-
ing necessary teleoperation functionalities. The system was
then coupled with the high-fidelity CarMaker [24] simulation
software that offered a realistic simulation of the vehicle
dynamics and its surroundings (7b). Finally, the system was
experimentally tested and improved in a series of driving
tests with real AV prototypes (7c).

IV. EXPERIMENTAL VALIDATION

The final experimental validation of the presented teleop-
eration system took place at the Aldenhoven Testing Center
(ATC) [25] test track near Aachen, Germany (Fig. 7d-
left). As part of the live demonstration event, a ride-hailing
service with autoTAXI vehicle was presented to the public.
Interested visitors could experience the vehicle’s driving
capabilities as passengers on a realistic ride-hailing mission.
The vehicle drove autonomously on a predefined 1.1 km-long
circular route, traveling through a recreated urban environ-
ment with traffic lights, crosswalks, etc. The route had two
challenging scenarios to demonstrate the capabilities of the
teleoperation system: a blocked road and a construction site,
each forcing the AV to disengage the autonomous operation
and request human assistance. Once disengaged, the vehicle
stopped, informed the operator over the cloud about the
problem, and asked for a takeover. The operator in the control
center (located in a separate building at the test track) had the
necessary infrastructure with access to a private LTE network
to take over the vehicle control. To assess the TG system
performance, the experienced operator had to teleoperate the
AV and solve the construction site scenario (Fig. 7d-right)
using HMI v1 with both direct control (steering wheel &
pedals) and trajectory guidance (mouse & keyboard). Each
run started at the exact start location A and had an identical
goal position B . During the whole-day event, the operator
solved the scenario fourteen times in the following order: 7x
DC, 7x TG. All rides had passengers onboard and were part
of the autonomous mission.

(a) Base simulation: ToD SW [21] (b) High-fidelity simulation: CarMaker [24] (c) Experimental tests: AV prototypes [4]

A

B
C

(d) Aldenhoven Testing Center (ATC) test track used for the showcase of the autonomous ride-hailing service at the live event (left). The
zoomed area shows the construction site scenario used to demonstrate and assess the teleoperation concepts (right).

Fig. 7: Development and validation process of the presented trajectory guidance teleoperation system. A video of the ride-
hailing mission demonstrated at the ATC test track is available at https://youtu.be/q_jJlxmL1vo.

https://youtu.be/q_jJlxmL1vo


V. RESULTS AND DISCUSSION

Evaluating the teleoperation system in a realistic environ-
ment with the onboard passengers was done for the first time.
The experiments showed that the operator could successfully
solve the construction site scenario with both teleoperation
concepts and guide the vehicle safely and comfortably. The
main metric used to assess the performance was the total
teleoperation time, defined as the time from the vehicle’s dis-
engagement to the moment the teleoperated vehicle reached
the goal position. Additionally, the velocity profiles were
analyzed to assess the driving behavior during each TC
operation. A sample TG driving performance is shown in
Fig. 8a, where the crosses mark the waypoints defined by

the operator. This path had the velocity profile shown in Fig.
8c with the maximum velocity set to 5 km/h. For the Start-
Goal line-of-sight distance of roughly 60 meters, the operator
needed to set approximately 6-7 waypoints during the path
planning phase. The topology of all 7 TG runs can be seen
in Fig. 8b. Emergency MRM was not triggered during the
event, but it was tested during the late development phase
and can be seen in Fig. 8d. The operator triggered the MRM
by pressing the emergency stop button on the HMI, which
caused the vehicle to execute a predefined safety maneuver
(with a ∼70 ms latency) and stop the operation (shown
in red). The same system behavior was validated for the
case where the vehicle triggers the MRM due to network
connection loss (with an 80 ms loss detection threshold).
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(d) TG: Emergency MRM event triggered by the operator
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Fig. 8: Experimental results obtained with the autoTAXI vehicle.



Adding DC runs to the topology graph puts the TG
performance into perspective (Fig. 8e). Two main differences
between the concepts can be observed. First, the TG paths are
much more conservative than the DC paths, keeping a safer
distance from the obstacles, thus producing longer traveling
paths and potentially inflicting a higher total teleoperation
time. This behavior can be explained by the fact that the
operator had to plan the path in advance with a limited
perception of the more distant environment. Obviously, the
clever use of HMI plays a crucial role. Second, the DC
produced much smoother paths with greater curvature radii.
This is a direct consequence of the operator having direct
control over the vehicle and using the steering wheel to
produce sensitive driving behavior. The TG paths, on the
other hand, were generated using the predefined waypoints,
which converted into a less intuitive understanding of the
resulting driving style. The onboard safety driver did not
report unpleasant driving behavior during any run.

Additionally, the velocity profiles of all runs can be seen
in Fig. 8f. The DC averaged at v̄dc = 4.09 km/h, while
TG averaged at v̄tg = 4.32 km/h, which is interesting since
the operator had an upper limit at 36 km/h, and yet, rarely
decided to go beyond 5 km/h. As expected, powered by
the onboard tracking controller, the TG profile was much
more uniform, which proved to be very beneficial, especially
during braking maneuvers where the operator took much
longer to stop the vehicle.
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Fig. 9: DC vs. TG: Timing results

The time axis reveals the main difference between the two
concepts. Using DC, the operator starts the teleoperation
immediately, while with TG, the operator has to spend
some time planning the path for the vehicle to follow.
Consequently, this slows down the interaction and increases
the total teleoperation time. The average total2 teleoperation
time for DC was t̄DC = 56.7 s, while TG (P+D) took t̄TG =
72.6 s which represents an increase of ∼28%. The planning
time for TG (P), t̄TGP took on average 21.4 s. This means
that the average time spent on the actual remote driving TG
(D) was t̄TGD = 51.2 s, which is ∼10% better (shorter)
than the DC despite taking the longer paths (see Fig. 8e).
These are very interesting results as they show the operator’s
ability to plan the path in a reasonable time and that the
teleoperation itself could be carried out possibly faster than
with direct control, potentially mitigating the effect of lost
time during trajectory planning. All of that while leaving
room for further improvements and optimization of the TG
concept. The results of each run are summarized in Fig. 9.

A. Future Work

It is important to remember that the TG concept was not
optimized for speed but rather for safety. The main idea
of relieving the operator of the vehicle stabilization task
aims to reduce the cognitive load and increase situational
awareness. A user study with a larger group of participants
is necessary to assess these aspects in the context of TG.
The live demonstration event offered a unique and valuable
opportunity to explore the concept ideas in a realistic envi-
ronment. However, the event was not designed to substitute
a user study, and as such, the results should be interpreted
as a proof of concept rather than a final evaluation and
used as a basis for further research. The identified room
for improvement might include path-planning assistance to
speed up the planning process, possibly using additional
data sources similar to remote assistance concepts such as
collaborative planning (see [26]).

Developed safety mechanisms proved effective but were
not tested in a wide range of real-world scenarios. The
next step would be to test the system with dynamic traffic
participants and more uncertain scene conditions to assess
their robustness and reliability. The introduction of a third
safety mechanism in the form of a collision avoidance
module would be a logical next step to close the loop. Finally,
the experimental validation confirmed the importance of the
HMI design. As a primary interface between the operator and
the vehicle, the HMI is crucial in enabling the operator to
perform the teleoperation task. The developed HMI concepts
demonstrated the essential functionalities and can be used
as indicators of the design decisions for future development
cycles. Additionally, the input and output device selection
should be carefully evaluated to ensure the best possible user
performance and experience.

2The total time was normalized to exclude the time it took for the vehicle
to disengage the autonomous operation and transit into teleoperation-ready
mode. This cloud-based process took, on average, 35.7 seconds consistently
for all runs.



VI. CONCLUSION

This paper presented a novel technical implementation
of the trajectory guidance teleoperation concept. The con-
cept was developed as part of the UNICARagil research
project and was experimentally validated using the autoTAXI
ride-hailing vehicle prototype. The results indicate that the
trajectory guidance concept can be a viable direct control
alternative to remotely operate the vehicle in a safe and
comfortable manner. Requiring a planning phase before the
teleoperation starts, the concept comes with an additional
time cost. However, the experimental results indicate that
the operator can plan the path in a reasonable time and
that remote driving, in specific scenarios, can be carried out
possibly faster than with direct control. This opens up the
possibility of further concept optimizations. Assessment of
the operator’s workload was beyond the scope of this work
and should be addressed in future research. In addition to
the remote driving task, the technical implementation also
included the development and validation of the correspond-
ing safety mechanisms. They proved effective and reliable
but also showed the need for further verification in more
complex traffic environments.
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