arXiv:1204.1924v1 [cs.IT] 9 Apr 2012

Two-Way Communication with Energy Exchange

Petar Popovski
Department of Electronic Systems
Aalborg University, Denmark
Email: petarp@es.aau.dk

Abstract—The conventional assumption made in the design
of communication systems is that the energy used to transfer
information between a sender and a recipient cannot be reuse
for future communication tasks. A notable exception to this
norm is given by passive RFID systems, in which a reader can
transfer both information and energy via the transmitted radio
signal. Conceivably, any system that exchanges informatiovia
the transfer of given physical resources (radio waves, paitles,
qubits) can potentially reuse, at least part, of the receiveé
resources for communication later on. In this paper, a two-vay
communication system is considered that operates with a gin
initial number of physical resources, referred to as energyunits.
The energy units are not replenished from outside the system
and are assumed, for simplicity, to be constant over time. A ade
can either send an “on” symbol (or “1"), which costs one unit d
energy, or an “off” signal (or “0”), which does not require any
energy expenditure. Upon reception of a “1” signal, the regient
node “harvests” the energy contained in the signal and storeit
for future communication tasks. Inner and outer bounds on the
achievable rates are derived, and shown via numerical restd to
coincide if the number of energy units is large enough.
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Figure 1. Two-way noiseless binary communication with gpeexchange.
The total number of energy units is fixed (to five in the figuned &#ansmission
of a "1" symbol transfers energy from the sender node to thipient.

any energy expenditure. Upon reception of a “1” signal, the
recipient node “harvests” the energy contained in the signa
and stores it for future communication tasks. In generahsu
harvesting process can incur an energy loss.

Furthermore, let us assume that the binary channel in either
direction is noiseless. Clearly, if there were no limitation
the number of energy units, the nodes could communicate 1
bit per channel use in either direction given that the chinne
are ideal. However, consider now the case with a single gnerg
unit available in the system. Moreover, assume that thexe ar

_The conventional assumption made in the design of commib energy losses so that when a “1” is received, one energy
nication systems is that the energy used to transfer infooma unit is retrieved at the recipient. Then, at any time instant
between a sender and a recipient cannot be reused for futti@ energy unit is available at either Node 1 or at Node 2. It

communication tasks. A notable exception to this norm

fdllows that only the node that currently possesses theggner

given by passive RFID systems, in which a reader can transfgfit can transmit a “1”, whereas the other node is forced to
both information and energy via the transmitted radio dignaransmit a “0”. Therefore, the design of the communication
Upon reception of the radio signal from the reader, a passigategy at the nodes should aim not only at transferring
RFID tag modulates information by backscattering the radie most information to the counterpart, but also to faatiit
energy received from the reader (see, elg., [2]). Anotless | energy transfer. Due to the constraints on the availablsipaly
conventional, example is that of a biological system in Whicresources for transmission, it is expected that the maximum

information is exchanged via the transmission of parti(te®,

sum-rate of two, achievable with no energy limitations,rean

e.g., [4]), which can be later reused for successive comnte attained with a limited number of energy units. It is this
nication tasks. More in general, any system that exchanggsde-off that we are interested in studying in this paper.

information via the transfer of given physical resourceslio

waves, particles, qubits) can conceivably reuse, at leagt pA- Contributions and Related Work

of the received resources for later communication tasks.

In this paper, we will focus on the simple two-way binary

This paper is motivated by the examples above to considenaiseless model illustrated above and assume that thaliniti
two-way communication systern|[3] that operates with a givarumber of energy units is given, and can be transferred as

initial number of physical resources, which we will referas

discussed above upon transmission of a “1” symbol. We will

energy units (see Figl 1). The energy units are not repledistassume, for simplicity, that there are no energy lossesén th

from outside the system and can only decrease with time.

3pstem and investigate the set of rate pairs achievablenfor a

simplify the analysis, assume that the two parties involvegiven number of energy units. Specifically, inner and outer
have a common clock and that, at each time, a node damunds on the achievable rates are derived, and shown via
either send an “on” symbol (or “1"), which costs one unihumerical results to coincide if the number of energy ursts i
of energy, or an “off” signal (or “0”), which does not requirelarge enough.
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A few additional remarks are in order. The model that wa deterministic function of the numbagrof total energy units,
consider here is different from a conventional setting inalh of the initial statel; ; and of the previously transmitted
a conventional total average cost constraint is imposeden lsignalsX{"1 and X;"l. We also note that both nodes are
two nodes (see e.gl.l[1]). Indeed, a cost constraint does ok#arly aware of the state of the system at each time since
entail any memory in the system, whereas, in the set-up@t; + Uz ; = U is satisfied for each channel use
hand of information exchange, the current transmissioieeaf Node 1 has messag®/;, uniformly distributed in the set
the available energy in the next time instants. The model Jis 2], to communicate to Node 2, and similarly for the
more related to recent works that analyze communication imessage\l; € [1,2"%2] to be communicated between Node
the presence of energy harvesting (s€e [5] and the refesen2eand Node 1. Parametei®; and R, are the transmission
therein). However, in those works, one assumes that tfetes in bits per channel use (c.u.) for Node 1 and for
energy is harvested from the environment in a way that Mode 2, respectively. We use the following definitions for an
not affected by the communication process. Instead, hieee, {n, R, R»,U) code. Specifically, the code is defined by: the
energy available at a node depends on the previous action®wérall number of energy units; two sequences of encoding
all other nodes involved in the communication process.  functions, namely, for Node 1, we have functiofis; for

Notation [m,n] = {m,m+1,...,n} for integersm < n; N i € [1,n], which map the messag¥; and the past received
is the set of integer numbers; Notatioh§ X ) and H(p(z)) symbolsX3~' (along with the initial state) into the currently
are both used to denote the entropy of a random vector witansmitted signak’, ; € Ay, ,; similarly, for Node 2, we have
distribution p(x); If the distribution isBern(p) we will also functionsfs ; for i € [1,n], which map the messag¥> and
write H(p) for the entropy. Capital letters denote randorthe past received symboli~! (along with the initial state)
variables and the corresponding lowercase quantitiestdeniato the currently transmitted signal,; € Ay, ,; and two
specific values of the random variables. decoding functions, namely, for Node 1, we have a funatign
which maps all received signals} and the local messagd,

) ] _ into an estimate\/; of messagée\l,; and similarly, for Node

We consider the binary and noiseless two-way systef\ye have a functiog,, which maps all received signalk
illustrated in Fig. 1, in which the total number @nergy ang the local messagk/, into an estimatel/; of message
units in the system is limited to a finite integer numben, e require that the estimated messages be equal to the
U > 1. At any given time mstagtz‘_, with i € [1,n], the ue messages given the noiseless nature of the channel for
state of the syfstem(UL“ Us,;) € N? is given by th_e current any initial statelU; ; = uy ; < U.
energy aIIo_cat_|0n between the two nodes. Specifically, & sta e say that ratesH, R.) are achievable withy energy
(U1,i, Uz,;) indicates that at theth channel use there atg;,;  ynits if there exists aftn, Ry, R, U) code for all sufficiently
energy units at Nodg, with j = 1,2. Since we assume that|5ge,. We are interested in studying the closure of the set of

Uyi+Us,; = U for each channel usee [1, 7] (i.e., no energy g the rate pairgR;, R») that are achievable witly energy
losses occur), then we will refer t; ; as the state of the ,4its which we refer to as capacity regicu)

system, which always imply the equality, ; = U — U ;.
At any channel use € [1,n], each Nodej can transmit I1l. ACHIEVABLE RATES

either symbolX; ; = 0 or symbolX;; = 1, and transmission |, this section, we consider various communication strate-

of a "“1” costs one energy unit, while symbol “0" doegjies. \we start by the simplest, but intuitively importardse
not require any energy expenditure. Therefore, the availakyith yv— 1 and we then generalize to> 1.

transmission alphabet for Node j = 1,2 during thei—th

Il. SYSTEM MODEL

channel use is A. U= 1 Energy Unit
X,={0,1} if Up=u>1 We start with the special case of one energy uunit 1)
andXo — {0} if U, =0, 1) and assume the initial statg ; = 1, so that the energy unit is

initially available at Node 1. The other case, namelyi = 0,
so thatX;; € X, if U;; = u energy units are available atcan be treated in a symmetric way. In this setting, durindgieac
Nodej. The channel is noiseless so that the received signalsannel use, “information” can be transferred only from the
at channel usé are given by node where the energy unit resides towards the other node,
and not vice versa, since the other node is forced to tramsmit
Vi = Xp; and¥s,; =X, @) the “0” symbol. This suggests that, when= 1, the channel is
for Node 1 and Node 2, respectively. necessarily used in a time-sharing manner, and thus the sum-
Transmission of a “1” transfers one energy unit from theate is at most one bit per channel use. The first question is
sender node to the recipient node. Therefore, the state @& Navhether the sum-rate of 1 bit/c.u. is achievable, and, if so,
1 for i € [1,n] evolves as follows which strategy accomplishes this task.
1) A Naive StrategyWe start with a rather naive encodin
Ui = (Ui — X1i01)" + Xoji1, (3) stra)tegy that turns o%}; to be insufficient to achieve the upge
where we setl/;; = u;; < U as some initial state andbound of 1 bit/c.u.. The nodes agree on a frame Bize 20 >
Us,; = U — Ui,;. We observe that the current statg ; is 1 channel uses for some integeand partition the: channel



uses inn/F frames (assumed to be an integer for simplicity}o a state in which both nodes have energy for the next channel
The node that has the energy unit at the beginning of the franmee. This might be beneficial in terms of achievable sum-rate
communicate$ = log, F' bits to the other node by placing Based on this insight, in the following, we propose a coding
the energy unit in one specific channel use amongithe 2°  strategy that employs rate splitting and codebook mukipig:

of the frame. This process also transfers the energy unit The strategy is a natural extension of the baseline approach
the other node, and the procedure is repeated. The sum-diteussed above for the case= 1. Each Nodej constructs

achieved by this scheme is U codebooks, namelg;,,, with u € [1,U], where codebook
log, F .. . Cjlu is to be used when the Nodg has u energy units.
By + Ry = —-— fbits/c.u] (4) Each codebooK;, is composed of codewords that all have

which is rather inefficient: the maximum is achieved with= a specific fractior,,, of *1 . symbols. The m_aln_ldea s that,
when the numbewr: of available energy units is large, one

2, leading t(.) a sum-rate o, + Rp = 1./2 t.mS/ c.u. . might prefer to use a codebook with a larger fractign, of
The previous strategy can be easily improved by notmg,, symbols in order to facilitate energy transfer.

that the frame can be interrupted after the channel use in
which the energy unit is used, since the receiving node cBnoposition 1. The rate pair(R;, R2) satisfying

still decode the transmitteld bits. This strategy corresponds g

to using a variable-length channel code. Specifically, we ca R, < ZWuH(puu)

assign, without loss of optimality within this class of stgies, T

the codeword “01” to information bit “0” and the codeword U

“1” to bit “1”. The average number of channel uses per bit andRy, < ZﬂuH(pmu) (6)
is thus1/2 + 1/2-2 = 3/2 . Therefore, the overall number bt

of channel uses necessary for the transmissiomadbits is
upper bounded bﬁgﬂ + me with arbitrarily small probability
for largem by the weak law of large numbers (see, eld., [1]
It follows that an achievable sum-rate is given by

for some probabilitie®) < pyj,,po < 1, u = 1...U, with
10 = poiy = 0, is included in the capacity regiod(U),
here the probabilitiesr, > 0, v = 0...U satisfy the fixed-
point equations

1 2
R+ Ry = 3—/2 = 3 ©) Ty, :7Tu(¢0,0|u+¢1,1|u)+7Tu71¢0,1|u+77u+1¢170\u (7)
which is still lower than the upper bound of 1 bit/c.u.. with m_; = 7y, =0, 2321 7. = 1, and we have defined
2) An Optimal Strategy:We now discuss a strategy that
achieves the upper bound bhit/c.u.. The procedure is based Poofu = (1 =prju)(l = Pou—u)
on time-sharing, as driven by the transfer of the energy unit b0 = (1= piju)P2u—u
from one to the other node. Specifically, each Ngdaas o = Pru(l —Dyu_u)

m bit_s of informgtionbjjl, ey D Si.n'c.e the in_itiql state i_s andéy1jy = PiuPeU_u- ®)
u1,1 = 1, Node 1 is the first to transmit: it sends its information
bits, starting withb; ; up until the first bit that equals “1”. This proposition is proved by resorting to random codingiarg
Specifically, assume that we havie; = by » = ---b1;,1 =0 ments, whereby codebodak, is generated with independent
andb; ;, = 1. Thus, in thei; —th channel use the energy unitand identically distributed (i.i.d.Bern(p;j,). As introduced
is transferred to Node 2. From tHé, + 1)—th channel use, above, the idea is that, when the statelis; = u, Node
Node 2 then starts sending its first bit; and the following j transmits a symbol from the codebook associated with that
bits until the first bit equal to “1”. The process is then repda  state, namely codebodk,, for Node1 and codebook, i _,
It is easy to see that the total time required to finalize thiz-t for Node 2 (which hasy — « energy units). Both nodes know
way communication is constant and equalia and thus the the current staté/; ; and thus can demultiplex the codebooks
achieved sum-rate is equal B, + Ry = 1 bit/c.u.. at the receiver side. According to the random coding argumen
the statd/; ; evolves according to a Markov chain: the system
stays in the same statewith probability ¢ o}, + ¢1,1). (bOth

In the sum-capacity strategy discussed above Witk 1  nodes transmit “0” or “1”), changes to the statet 1 with
energy unit, both nodes transmit equiprobable symbols “9”f0babi|ity¢1,0\u (Node 1 transmits a “1” and Node 2 a “0”)
and “1". When there ar&/ > 1 energy units in the system,or changes to the state — 1 with probability ¢}, (Node
maximizing the sum-capacity generally requires a differen transmits a “0” and Node 2 a “1"). The definition of the
approach. Consider the scenario with= 2 energy units: conditional probabilitied{8) reflects the fact that the @odoks
now it can happen that both energy units are available at of@ generated independently by the two nodes. A full proof is
node, say Node 1. While Node 1 would prefer to transmifiven in Appendi(A.
equiprobable symbols “0” and “1” in order to maximize the
informationflow to the recipient, one must now also consider IV. OUTER BOUNDS
the energyflow: privileging transmission of a “1” over that of In this section, we derive an outer bound to the capac-
a “0” makes it possible to transfer energy to Node 2, leadinty region C(U). To set up the notation, for a given joint

B. U > 1 Energy Units



distribution ¢, ,,, > 0, conditional on some value,

with 21,22 € {0,1} and 2117126{071}¢117I2‘u =1, we Ll
define the marginal distributions, |, = Z;:O Gay z0)w @Nd '
Prslu = Z;:O ¢z, ,221u» @and the conditional distributions ter
¢m1|mg,u = (bwl,mg\u/(bwg\u and ¢12|11,u = (bwl,mg\u/d)mﬂui for ; 1.851
x1,29 € {0, 1}. % 18}
Proposition 2. If the rate pair (R1, R2) is included in i 175¢
the capacity regionC(u), then there exist probabilites 2 |
e > 0 with Y0 m, = 1, and ¢, 4o > 0 with £
ZII 22e{0,1} Gay zoju = 1 for all w € {0,1,...,U}, such that = 185y o Achievable strategy with p,=0.5
1,z2]0 = 0 for T € {071}, ¢w1,l|U = 0 for xr1 € {0,1}, 1.6+ Achievable strategy with optimized p,
condition [7) is satisfied, and the following inequalitiesich 155] *_Outerbound
SRS S e B AN B I
Rl S Zﬂ-u Z d’mg\uH (¢1\12,u) (9) Total energy units
u=0 x2=0
U 1
Figure 2. Achievable sum-rate obtained from Propositiomd apper bound
R < Z Ty Gz, \uH (¢1\m1,u) (10) (@I1) versus the total number of energy units
u=0 x1=0
U
and Ry + Ry <> wuH (6, 00u) - (11) VI. CONCLUSION
u=0

) In resource-constrained systems in which the resources
The outer bound abovg can be interpreted as follows. Supp?é_%_’ energy) used for communication can be ‘recycled”,
that, when the state i1, = u, the nodes were allowed oy herformance trade-offs arise due the need to balance
to choose their transmitted symbols according tGodt e maximization of the information flow with the resulting
distribution ¢, ., = Pr(X1,; = x1, Xo; = w]. Note that oqq,rce exchange among the communicating nodes. This
this is unlike the achievable strategy described in theiptesv paper has illustrated this aspect by studying a simple tag-w

section in which the codebook were generated independently ynication scenario with noiseless channels and kimite
Intuitively, allowing for correlated codebooks, leads tamyer  rogqrces. Various extensions of this work are of interest,

achievable rate region, as formalized by Proposition 2,5€h0,¢|,ding a generalization to a scenario with energy lasses
proof can be found in Appendix B.

APPENDIXA

V. NUMERICAL RESULTS PROOF OFPROPOSITION1

Fig. @ compares the achievable sum-rate obtained from

Proposition 1 and the upper bound(11) on the sum—ral{ﬁ)lgeqoge (1:0; St:l;(r::;r;\év? g?ifr:altlejeco[cileg]oo_llfaefo(rme(ﬁ:_h
obtained from Proposition 2 versus the total number of qnergookcj _for7 u S0 hasjl‘é“ codeword37 eéch consisting
Jlu Jau y

units U. As for the achievable sum-rate, we consider both e} Y avmbols i € {0.1}, which are randomly and
conventional codebook design in which the same probabilft)X Mju SY Lol o . ny
. . . independently generated & rn(p;,) variables, withi =
pjlu = 0.5 is used irrespective of the staté, ; = u, and 1.9 ne o and . — nd.. for some0 < 8. < 1. We
s Sy eey Iy u J,u J,u = Uju .

one in which the probabilitieg;, are optimized. It can be d(%note the codewords ag”u (my.0) With my € [1, K]

seen that using conventional codebooks, which only aim -
| that using . . . y lé}ote that the parametés , does not depend om, and hence,
maximizing information flow on a single link, leads to sub: ’

stantial performance loss. Instead, the proposed stratithy 'fng_ - O% then we havenm _>_ oo for all j,u. We SfeF
optimized probabilitieg?,,, which account also for the need2" " = [lu=1 Kj,u, While thg reIatlons_ among the remaining
to manage the energy flow in the two-way communicatidff'@metersk’...d;...p;.) will be specified below.
system, performs close to the upper bound. The latter ieihde 2) Encoding: Each node p}grforms rate splitting. Namely,
achieved wheru is large enough. given a messagMj € [1,2™%], Node j fmdg au—tuple

A remark on the optimal probabilitigs; , is in order. Due (M1, myu) with mj,, € [1,Kj,] that unlquely}%repre-
to symmetry, it can be seen that we’ ave, = p;‘U_u_ se[rjltij. This is always possible since we hageti =
Moreover, numerical results show thay,, increases mono- [l.=1 Kju- Then, the selected cod(_awor(ﬁg“ (mju) for
tonically asu goes from0 to U, such thatp’ ;; > 0.5. In v € [1,U] are transmitted via multiplexing based on the
particular, when the number of statest 1 is ‘odd, it holds current available energy. Specifically, each Ngdmitializes
thatpy iy, = P15/, = 0.5. It is finally noted that the energy Y pointersl;, = lj» = --- =l;y = 1 that keep~tr§ck of the
neutral transitions (both nodes emitting “0” or both emigti humber of symbgls already sent from codewar{{$' (1),
“1") occur with equal probability (i.e.(1—p; ,)(1—p5,) = Z,5 (mj2), -, :%j_{]U (m; ), respectively. At channel usg
DI WD 0)- if the state isU; ; = u, then the nodes operate as follows.



o Node 1: Ifu = 0, thenxz;; = 0. Else, ifly, < ni,, Wwith 6(¢) — 0 ase — 0. For analysis of the probabilities
Node 1 transmitszy; = &1, , (m1,,) and increments Pr[EJ(-_lu)], we observe that, under the probability measure
the pointer, ,, by 1. Finally, if/; ,, = n1 ,,+1 the pointer induced by the described random codes, the evolution of the
v1,, IS NOt incremented, and the transmitter us@sdom state U; ; across the channel usése [1,n] is a Markov
padding i.e., it sendsr; ; = 1 with probabilityp; , and chain withu + 1 states. Specifically, the chain is a birth-death
z1,; = 0 otherwise. process, since, if the stateli§ ; = « in channel use, the next

« Node 2: Ifu = U (i.e., no energy is available at Node 2)statel/; ;1 can only be eithen—1 or u+1. More precisely, let
thenz,; = 0. Else, ifly y_,, < nyy_,, Node2 transmits ¢,,, = Pr(Uy,i+1 = u|U1,; = w) be the transition probability.
To; = :EQ_,U,%Q_,leUiu(mQ_,U,u) and increments the Note that, due to the use of random padding, the transition
pointer i, y_,, by 1. Finally, if Iy, = noy_, + 1, probability ¢,,, remains constant during all channel uses,
the pointerl, ;y_,, is not incremented, and Node 2 sendso that the Markov chain is time-invariant.

a2, = 1 with probability p, iy, andz»,; = 0 otherwise. e now elaborate on the Markov chaiify ;. To this end,
The random padding method used above is done for techniga first define ag,, wsu» Wherez;, o € {0,1} be the joint
reasons that will be clarified below. _ probability that Node 1 transmit&,, = x; and Node 2
3) Decoding: We f|r§t describe the decoding strategy fofransmitngj — 2 during thei—th channel use in which
Node 2. By construction, the nod_es are aware of the stafR siate ist/;; = u. Specifically, from the way in which the
sequencé/{’, and thus can determine the ordered set codebooks are generated, we have (). We can now write the
Ny = {i|Uy; = u}, (12) non-zero values of the transition probability,, as follows:

of channel use indices in which the stateuisvith u € [0,U].
For all u € [1,u], if |N,| > ni1,., then Node 2 takes the
first ny, indicesi,; < iy < -+ < iy, from the set
N, and obtains the list of messages, , € [1, K] that Quu =1 = Guu-1= Guu+1
satisfy 1,k (Mm1,u) = ©14,, forall k& € [1,n,,]. Note that

the list cannot be empty due to the fact that the channel\}'\%

. . . Fh a slight abuse of the notation and noting thaty, =
noiseless. However, it contains more than one message, o(gl — 0 ando — ¢ — 0 the expressions above also
V.| < n1.4, then Node 2 puts out the estimate, , = 1. M0 — 0,1[U = PL1|U = P

Instead, if the list contains only one messagg., then Node represent the transitions for the two extremal states(0 and

2 setsiny , = my .. Finally, the message estimate is obtained ~ U* @S they implygo|—, = 0 andqyjy, = 0.

asm; = [ml,lv"'vml U]- If P10 = P20 = 0 and0 < Plu, P20 < 1 for all uw > 0,
Node 1 operates in the same way, with the only caveat tHBen it can be seen that the Markov chain is aperiodic and
the uth codeboolCy,, of Node 2 is observed at channel usereducible, and thus there exist a unique set of stationary
in the set\y_,, for u € [1,U]. probabilitiesrg, 71, - - - , 7y, which are given by solving the
4) Analysis:We evaluate the probability of error on averagéinear system, defined by taking equations of type[{7) for
over the messages and the generation of the codeboaks; 0...U — 1 and adding the conditioh__, 7, = 1.

following the random coding principle. From the definitioh 0 \we are now interested in the statistical properties of the se
the decoders given above, the event that Smy of the decaders\r, | of channel uses in which the state satistigs= . Using

in error is included in the sef = J;_, , Uuzl(gg(',lu) U 57(213) the ergodic theorem and the strong law of large numhérs [6,
where: {) £!) is the event that\,| < ni, for j = 1 and Theorem 1.10.2], it can be shown tha,, ., *-*) = ,
that [Ny_,| < na, for j = 2, that is, that the number of with probability 1. Therefore, if we choose:
channel uses in which the system resides in the state in which

the codewordz}’," (m;.,) from the codebook’; , is sent is

not sufficient to transmit the codeword in fullii) 5;212 is haw=lu-u=n(m —¢)

the event that two different messages ,,, m/ ,, € [1, K .]
are represented by the same codewords, a‘:.;éd:‘ (m},) =

~T 1 1
xLu Unlm)' .
The probability of error can thus be upper bounded as

2 U
prie] < SN (Pr[gfj] + Pr[gfg]) . (13)

j=1u=1

Quau—1= P10/u  Guutl = Po1|u
(15)

(16)

then Pr[£(”)] = Pr[€{¥)_ ] can be made arbitrarily close to

1,u

0 asn — co. This concludes the proof.

. . APPENDIX B
In the following, we evaluate upper bounds on this terms. PROOF OFPROPOSITION2

It immediately follows from the packing lemma of|[1] that

Pr[é‘fj] — 0 asn;, — oo as long as
logy K u Consider any(n, Ry, R, U) code with zero probability of
N < H(pjla) = 0() (14) error, as per our definition of achievability in SEg. Il. Wesba



the following inequalities:

an = H(Ml) = H(M1|M2,U171 = ’U,171)

@ B(My, XU Ma, Uy = urs)

b n n

© H(X], UL (M, Ury = ur) a7

= ZH(XM, Uil XL U7, My, Uy = ua )
=1

|

Il
-

H(Uy | XU, Mo, Uy = un 1) (18)

K2

+ H (X1 4| Xi UL, My, Uy = un ) (19)

(:C)ZH(XL'L|X;713U11—7M27U1J :’LLLl) (20)
=1

(d) &

< ZH(Xl,i|U1,iaX2,i) (21)
=1

(:e) H(X1|U1,X2,Q) (22)

S H(X1|U17X2)7 (23)

where @) follows sinceX7", U7 are functions ofM, M, and
UL,15 (b) follows SinceH(M1|Xf, U{l,Mg, U1,1 = ul,l) =0
holds due to the constraint of zero probability of error;
(c) follows sincelU, ; is a function of X'~* M, and u; 1;
(d) follows by conditioning reduces entropy; (e) follows by
defining a variable) uniformly distributed in the sefl, n]
and independent of all other variables, along with= X,
X = XQQ andU1 = UlQ.

Similar for nR; we obtain the boundnR; <
H(X:|Uy, X2). Moreover, for the sum-rate, similar steps lead
to

n(Ry + Rp) = H(My, M) = H(My, Ma|Ur 1 = u1,;1)
(M1 Mo, XT', X3, Ul'U11 = u1,1)
(X1, X3, Ul U1 = u1,1)

[
SIS

H(Uy | Xy X5 U Mo, Un g = )

Il
i

_|_
=

i1 yiel 77i
X, Xoi| X1, X5 UL Mo, Uiy = uq1)

NE

H(X1,i, X2,|U1,)

~

1
(X1, X2|U1). (24)

Let us now definer, = Pr[U; = u] and ¢, 4,1, =
Pr[X) = z1,Xs = x2|U; = u] for 4,5 € {0,1} and for
all u; € {0,1,...,u}. Probability conservation implies that the
relationship[(V) be satisfied. This concludes the proof.
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