
ar
X

iv
:2

31
0.

11
00

5v
1 

 [
cs

.I
T

] 
 1

7 
O

ct
 2

02
3

1

Optimal Private Discrete Distribution Estimation

with One-bit Communication
Seung-Hyun Nam, Graduate Student Member, IEEE, Vincent Y. F. Tan, Senior Member, IEEE, and

Si-Hyeon Lee, Senior Member, IEEE.

Abstract—We consider a private discrete distribution
estimation problem with one-bit communication constraint. The
privacy constraints are imposed with respect to the local
differential privacy and the maximal leakage. The estimation
error is quantified by the worst-case mean squared error.
We completely characterize the first-order asymptotics of
this privacy-utility trade-off under the one-bit communication
constraint for both types of privacy constraints by using
ideas from local asymptotic normality and the resolution of a
block design mechanism. These results demonstrate the optimal
dependence of the privacy-utility trade-off under the one-bit
communication constraint in terms of the parameters of the
privacy constraint and the size of the alphabet of the discrete
distribution.

Index Terms—Discrete distribution estimation, local
differential privacy, maximal leakage, one-bit communication,
privacy-utility-communication trade-off.

I. INTRODUCTION

Statistical inference problems under privacy constraints have

been studied extensively in recent years [1]–[18]. Among

numerous well-established privacy metrics, local differential

privacy (LDP) has emerged as one of the most popular privacy

requirements [1], [3], [6]. The LDP restricts the amount

of leakage of private information from the released data of

individuals. It also admits an operational definition in terms

of the fundamental limits of the probability of adversarial

guess [11, Thm. 14]. Together with the LDP, the maximal

leakage (ML) also limits the amount of leakage of private

information. In contrast to the LDP taking into account the

worst-case leakage, the ML considers the average leakage [11,

Thm. 1]. In a private statistical inference problem, there is a

fundamental trade-off between the amount of privacy leakage

and the inference error as data should be perturbed before

released to satisfy the privacy constraint. This is known as the

privacy-utility trade-off (PUT). The PUTs for various private

inference problems have been studied [2]–[18]. In particular,

Ye and Barg [18] completely characterized the optimal PUT

for discrete distribution estimation under the LDP constraint.

In addition to privacy, another important factor of practical

interest is the communication cost to send the individual’s
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data. It is rather natural that there exists a fundamental

trade-off between the amount of privacy leakage, the quality

of inference, and the communication cost. We coin this

as the privacy-utility-communication trade-off (PUCT). The

PUCTs for different types of inference problems have been

studied [19]–[23]. In particular, [22] characterized the PUCTs

for mean estimation, frequency estimation, and discrete

distribution estimation in the order-optimal sense, which

means that the upper and lower bounds may differ up to

some constants. These results, while useful, might be far

from the optimal PUCT because the underlying multiplicative

constant factors are not quantified. Also, [23] analyzed the

optimal PUCT up to the factor of 4 for discrete distribution

estimation with the minimum communication cost, i.e., the

one-bit communication constraint.

In this paper, we consider the private discrete distribution

estimation problem, with two privacy constraints, namely,

the LDP constraint and the ML constraint. As the most

communication-cost effective setting, we consider the one-bit

communication constraint which allows the minimum non-

trivial amount of communication. The estimation error is

set to be the worst-case mean squared error (MSE). Our

main result for this setup is rather simple but conclusive: we

completely characterize the first-order asymptotics of the PUT

under the one-bit communication constraint for both the LDP

constraint and the ML constraint, where the asymptotics is

in the number of clients n. To do so, we prove impossibility

results and propose optimal schemes based on novel block

design mechanisms [17], [24].

A. Related works

The literature on statistical inference under privacy and/or

communication constraints is vast. Among them, we introduce

the works which consider discrete distribution estimation

under the LDP or the ML as the privacy constraint, and MSE

as the error of the estimation. Duchi et al. [3] established

the minimax framework on private parametric estimation and

provided an order-optimal PUT under the ǫ-LDP constraint

for ǫ ∈ (0, 1]. Also, the authors proposed a method to derive

a lower bound of the PUT based on Le Cam’s, Fano’s, and

Assouad’s methods and a strong data processing inequality.

Later, Ye and Barg [9] proposed the subset selection scheme

and this was shown to achieve the optimal PUT under the

ǫ-LDP constraint for all ǫ > 0 [18]. A tight lower bound of

PUT was derived by using the concept of local asymptotic

normality [25]–[27].

http://arxiv.org/abs/2310.11005v1
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Concerning the PUCT, Chen et al. [22] analyzed an order-

optimal PUCT under the ǫ-LDP and the b-bit communication

constraints for all ǫ > 0 and b ≥ 1. The authors proposed the

recursive Hadamard response as an achievability scheme, and

an order-optimal lower bound was derived by combining the

lower bounds from Ye and Barg [9] (for the LDP constraint),

and Barnes et al. [28] (for the communication constraint). The

lower bound in [28] was derived by deriving an upper bound

of the trace of the Fisher information matrix and applying

the van Trees inequality [29]. These techniques were also

modified to derive a lower bound of PUT [14]. Under the one-

bit communication constraint, Nam and Lee [23] proposed a

tighter lower bound which meets the upper bound achieved

by the recursive Hadamard response up to the factor of 4.

The lower bound in [23] was derived by modifying the van

Trees inequality into a symmetric version, and maximizing

the trace of the Fisher information matrix by exploiting the

extreme points of the set of ǫ-LDP mechanisms with one-bit

output. The extreme points of the set of ǫ-LDP mechanisms

were studied by Holohan et al. [30], and a similar idea

was considered by Kairouz et al. [6]. For the upper bound

of the PUCT, Park et al. [17] proposed a class of block

design schemes which achieve the optimal PUT with low

communication costs. This class subsumes many previous

schemes such as the subset selection by Ye and Barg [9], the

Hadamard response by Acharya et al. [13], and the projective

geometry response by Feldman et al. [16]. Recently, Nam et

al. [24] proposed a method to reduce the communication cost

of a block design scheme by exploiting shared randomness.

The authors showed that one-bit of communication is sufficient

to achieve the optimal PUT under the ǫ-LDP constraint for all

ǫ ≤ 1
2 log

v+2
v−2 and even v, where v denotes the size of the

alphabet of the discrete distribution.

In this work, we extend the above contributions by

proposing a unifying framework to derive the exact first-order

asymptotics of the PUT under either of the (ǫ, δ)-LDP and the

γ-ML privacy constraints as well as the one-bit communication

constraint.

B. Paper outline

The rest of this paper is organized as follows. In Section II,

we formulate the problem of private discrete distribution

estimation under the one-bit communication constraint. In

Section III, we present the main theorem that characterizes the

PUTs and briefly discuss the ideas behind the proofs, which

are related to the model with shared randomness. Accordingly,

we present the model with shared randomness in Section IV.

In Sections V and VI, we prove the converse (lower bounds on

PUT) and the achievability (upper bounds on PUT) parts of the

proof of the main theorem, respectively. Finally, Section VII

concludes the paper.

C. Notations

For integers a < b, we denote [a : b] := {a, a + 1, . . . , b},

and we write [a] := [1 : a]. For a finite set X , xn ∈ Xn, and

I = (i1, . . . , it) ∈ [n]t, xI denotes (xi1 , . . . , xit). We write 0

as the all-zeros vector, 1 as an all-ones vector or matrix, and

Q1X1

Q2X2

QnXn

Y1

Y2

Yn

θ̂n

X = [v] |Yi| ≤ 2

θ Server

(ǫ, δ)-LDP

γ-ML
or

Fig. 1: Discrete distribution estimation under a privacy

constraint and a one-bit communication constraint.

I as the identity matrix of a suitable dimension which will

be clear from the context. If these quantities are indexed by a

subscript, the subscript denotes the dimension. For finite sets

X and Y , we denote P(X ) as the set of all probability mass

functions on X , and a conditional probability mass function Q
from X to Y as Q : X → P(Y). We say that two conditional

probability mass functions Q1 : X → P(Y) and Q2 : Z →
P(W) are equivalent if

∀x ∈ X , y ∈ Y, Q1(y|x) = Q2(ψ2(y)|ψ1(x)), (1)

for some bijections ψ1 : X → Z and ψ2 : Y → W , or

more succinctly, Q1
∼= Q2. For a conditional probability mass

function Q : X → P(Y), we will also treat Q as a (row)

stochastic matrix whose row and column indices correspond

to X and Y , respectively.

II. SYSTEM MODEL

We consider discrete distribution estimation under two

constraints, a privacy constraint and a one-bit communication

constraint. The setup is depicted in Fig. 1. In this model, there

are n clients. The i-th client has its own data Xi ∈ X = [v]
where the alphabet size v ∈ Z≥2. We assume that X1, . . . , Xn

are i.i.d. random variables with Xi ∼ θ, where θ ∈ P([v]) is

an unknown probability mass function supported on [v]. To

prevent leakage of private information, each of the n clients

randomly perturbs its data Xi into Yi through a conditional

probability mass function Qi : X → P(Yi), which we call

a privacy mechanism. Without loss of generality, we assume

that for all y ∈ Yi, Qi(y|x) > 0 for some x ∈ X . In this work,

we consider two types of privacy constraints, namely, the

(ǫ, δ)-local differential privacy and the γ-maximal leakage

constraints [6], [11].

Definition 1. For ǫ > 0 and δ ∈ [0, 1], a privacy mechanism

Q : X → P(Y) is said to be an (ǫ, δ)-local differential privacy

(LDP) mechanism if

∀y ∈ Y, x, x′ ∈ X , Q(y|x) ≤ eǫQ(y|x′) + δ. (2)

For γ > 0, a privacy mechanism Q : X → P(Y) is said to

be a γ-maximal leakage (ML) mechanism if
∑

y∈Y

max
x∈X

Q(y|x) ≤ eγ . (3)

Together with the privacy constraint, we also consider the

one-bit communication constraint to minimize the amount
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of communication. A privacy mechanism Q : X → P(Y)
is said to satisfy the one-bit communication constraint if

|Y| ≤ 2. Under the one-bit communication constraint, the γ-

ML constraint becomes vacuous when γ > log 2. Thus, we

will only consider γ ≤ log 2. For notational simplicity, we

define Q(ǫ,δ) as the set of all (ǫ, δ)-LDP mechanisms satisfying

the one-bit communication constraint, and Qγ as the set of

all γ-ML mechanisms satisfying the one-bit communication

constraint. Also, we will simply write Q as either Q(ǫ,δ) or Qγ

for statements that do not depend on the choice of the privacy

constraint. Then, the constraints on the privacy mechanisms

Q1, . . . , Qn can be simply written as

∀i ∈ [n], Qi ∈ Q. (4)

After the clients perturb their data to Y n, the server collects

them and estimates the unknown distribution of data θ using

an estimator θ̂n : Yn → R
v . We call a tuple of privacy

mechanisms satisfying the constraint (4) and an estimator θ̂n,

(Q1, . . . , Qn, θ̂n) as a (one-bit) private estimation scheme

(an (ǫ, δ)-LDP scheme or a γ-ML scheme). The quality of

a private estimation scheme is measured by the estimation

error which is the worst-case mean squared error (MSE),

Rn,v(Q1, . . . , Qn, θ̂n) := sup
θ∈P([v])

E

[

∥

∥

∥θ − θ̂n(Y
n)
∥

∥

∥

2

2

]

. (5)

In this setup, there inherently exists a trade-off between the

amount of leakage of private information and the estimation

error. We call this the privacy-utility trade-off (PUT) (under

the one-bit communication constraint). The PUT in our model

is defined as the smallest worst-case MSE. These are defined

precisely as follows:

PUTLDP
n (v, ǫ, δ) := inf

(Q1,...,Qn,θ̂n)
Rn,v(Q1, . . . , Qn, θ̂n), (6)

PUTML
n (v, γ) := inf

(Q1,...,Qn,θ̂n)
Rn,v(Q1, . . . , Qn, θ̂n), (7)

where the infima are taken over all (ǫ, δ)-LDP schemes and γ-

ML schemes, respectively. For simplicity, we will write PUTn

as one of PUTLDP
n or PUTML

n for a statement that does not

depend on the choice of the privacy constraint. We will also

often omit the arguments v, ǫ, δ and γ from PUTn. We will

show in what follows that PUTn is of the order Θ(1/n). Thus,

we consider the so-called first-order asymptotics, i.e.,

PUT := lim inf
n→∞

n · PUTn. (8)

PUT is a function of the alphabet size v and the parameters

that define the privacy constraint, either (ǫ, δ) or γ. A sequence

of private estimation schemes {(Q1, . . . , Qn, θ̂n)}∞n=1 is

(asymptotically) optimal or achieves PUT if

lim sup
n→∞

n ·Rn,v(Q1, . . . , Qn, θ̂n) = PUT. (9)

III. MAIN RESULT

The main contributions of our work are closed-form

characterizations of PUTLDP and PUTML, and the designs

and analyses of optimal schemes that achieve the PUTs.

Theorem 1. For any v ≥ 2, ǫ > 0, δ ∈ [0, 1], and γ ∈
(0, log 2], PUTLDP(v, ǫ, δ) is characterized as in (10), and

PUTML(v, γ) =
(v − 1)(v − eγ + 1)

v(eγ − 1)
, (11)

where

ζ(v, δ) = log



1 +
2
(

√

δ(v∗ − 1)(v∗ − δ)− δ
)

v∗



 , (12)

and

v∗ = 2
⌈v

2

⌉

. (13)

The PUTs and ζ are depicted in Fig. 2 and 3, respectively.

As one can naturally expect, the PUTs increase in the size of

the alphabet of the discrete distribution v, and decrease in the

parameters for privacy constraints ǫ, δ, and γ. Also, PUTLDP

remains constant for ǫ < ζ(v, δ), i.e., the last case of (10).

Note that ζ(v, 0) = 0 and thus this case does not occur when

δ = 0, i.e., pure ǫ-LDP constraint. This threshold value ζ(v, δ)
increases in v for all δ ∈ [0, 1], and increases in δ for v ≥ 3.

For v = 2, ζ(2, δ) increases in δ for δ ≤ 1 − 1/
√
2 and

decreases for δ > 1 − 1/
√
2. On the other hand, note that

when δ = 1 or γ = log 2, both the (ǫ, δ)-LDP and the γ-ML

constraints become vacuous. Thus, the first-order asymptotics

of the minimax estimation error (with respect to MSE) under

the one-bit communication constraint directly follows from our

result as a special case, which is equal to (v − 1)2/v.

In the rest of the paper, we will prove Theorem 1 as follows.

For the converse parts, we show that PUT is asymptotically

lower bounded by the PUT of the another model PUTSR

which exploits i.i.d. shared randomness between the clients

and the server. Next, we derive a lower bound on PUTSR

by exploiting local asymptotic normality [25]–[27] based on

the results by Ye and Barg [18]. The lower bound can

be tightened by maximizing a convex function defined on

Q. By characterizing the set of all extreme points of Q
and solving the resultant optimization problem, we obtain

the desired lower bounds. For the achievability parts, we

first construct optimal schemes for the model with shared

randomness achieving PUTSR, whose privacy mechanisms are

appropriate modifications of the resolutions of block design (or

RPBD) mechanisms proposed in [17], [24], for some cases.

The corresponding estimators are also judiciously designed

and are distinguished from the estimators proposed in previous

works [17], [24]. Finally, we construct optimal schemes for

our model so that in the limit of a large number of clients n,

they resemble the optimal schemes for the model with shared

randomness.

IV. MODEL WITH SHARED RANDOMNESS

We prove Theorem 1 by demonstrating an equivalence

between the PUT of our model and the PUTSR of another

model with (i.i.d.) shared randomness. In this section, we

define the model with shared randomness precisely. The setup

is depicted in Fig. 4. The main difference to the original model

is that for all i ∈ [n], the server and the i-th client have

access to a shared randomness Ui ∈ U , |U| <∞, in advance.
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PUTLDP(v, ǫ, δ) =



















(v−1)2

v

(

eǫ+1
eǫ+2δ−1

)2

if v = even, ǫ ≥ ζ(v, δ)

(v−1)2

v · (eǫ+1)2+ 4
v2−1

(eǫ+δ)(1−δ)

(eǫ+2δ−1)2 if v = odd, ǫ ≥ ζ(v, δ)
(v−1)(v−δ)

vδ otherwise

. (10)

(a) Plot of PUT
LDP

(b) Plot of PUT
ML

Fig. 2: Plots of PUTLDP and PUTML in Theorem 1. The

corners of the lines in (a) correspond to ǫ = ζ(v, δ). The lines

in (b) end at γ = log 2, where the γ-ML constraint becomes

vacuous.

We assume that U1, . . . , Un are i.i.d. random variables with

Ui ∼ PU ∈ P(U), and all the clients and the server can pre-

determine PU for generating Un, in advance. Also, we assume

that Un and Xn are independent. Then, each of the n clients

perturbs its data Xi through a conditional probability mass

function Q̃ : U×X → Z where |Z| <∞, with the knowledge

of the shared randomness Ui, i.e., for given Ui = ui and

Xi = xi, Zi is sampled from Q̃(·|ui, xi). For all u ∈ U , we

denote Zu as

Zu := {z ∈ Z : Q̃(z|u, x) > 0 for some x}. (14)

Fig. 3: Plot of ζ in Theorem 1.

Fig. 4: Model with shared randomness

In this model, the constraints are slightly modified so that

Q̃ should satisfy the constraints for any given realization of

shared randomness U .

Definition 2. For ǫ > 0 and δ ∈ [0, 1], a pair (PU , Q̃) is called

a (one-bit) (ǫ, δ)-LDP mechanism with shared randomness if

∀u ∈ U , Q̃(·|u, ·) ∈ Q(ǫ,δ). (15)

For γ ∈ (0, log 2], a pair (PU , Q̃) is called a (one-bit) γ-ML

mechanism with shared randomness if

∀u ∈ U , Q̃(·|u, ·) ∈ Qγ . (16)

For notational simplicity, we define Q̃(ǫ,δ) as the set of all

(ǫ, δ)-LDP mechanisms with shared randomness and Q̃γ as

the set of all γ-ML mechanisms with shared randomness.

After perturbing the data Xn into Zn, the server collects Zn

and estimates θ with the knowledge of the shared randomness

Un using the estimator θ̃n : Un × Zn → R
v. We denote

a tuple of a privacy mechanism with shared randomness

and an estimator, (PU , Q̃, θ̃n) as a private estimation scheme
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with shared randomness (an (ǫ, δ)-LDP scheme with shared

randomness or a γ-ML scheme with shared randomness). The

estimation error of a private estimation scheme with shared

randomness is also defined to be the worst-case MSE,

Rn,v(PU , Q̃, θ̃n) := sup
θ∈P([v])

E

[

∥

∥

∥
θ − θ̃n(U

n, Zn)
∥

∥

∥

2

2

]

. (17)

The PUTs in this model are defined as

PUTLDP
SR,n(v, ǫ, δ) := inf

(PU ,Q̃,θ̃n)
Rn,v(PU , Q̃, θ̃n), (18)

PUTML
SR,n(v, γ) := inf

(PU ,Q̃,θ̃n)
Rn,v(PU , Q̃, θ̃n), (19)

where the infima are taken over all (ǫ, δ)-LDP schemes

with shared randomness and γ-LDP schemes with shared

randomness, respectively. For simplicity, we omit the upper

indices of PUTSR,n and Q̃ with the same convention as PUTn

and Q. We will also often omit the arguments v, ǫ, δ, and γ
from PUTSR,n. The first-order asymptotics of PUTSR,n is

defined as

PUTSR := lim inf
n→∞

n · PUTSR,n. (20)

We say that a sequence of private estimation schemes

with shared randomness {(PU , Q̃, θ̃n)}∞n=1 is (asymptotically)

optimal or achieves PUTSR if

lim sup
n→∞

n ·Rn,v(PU , Q̃, θ̃n) = PUTSR. (21)

V. CONVERSE

In this section, we prove the converse part of Theorem 1.

At first, we prove PUT ≥ PUTSR. Then, we derive a lower

bound of PUTSR by exploiting local asymptotic normality

[18], [25]–[27]. Because the derived lower bound is related to

the maximum of a convex function defined on Q, we obtain the

tightest lower bound by characterizing all the extreme points

of Q, which is a bounded convex set.

A. Comparing models: Converse

We show that PUT is lower bounded by PUTSR.

Proposition 2. It holds that

PUT ≥ PUTSR. (22)

Proof: For any given n ∈ N and a private

estimation scheme (Q1, . . . , Qn, θ̂n), we construct a sequence

of private estimation schemes with shared randomness

{(PU , Q̃, θ̃m)}∞m=1 as follows: First, we construct (PU , Q̃) as

U = [n], PU = Unif(U), Z =

n
⋃

i=1

Yi, (23)

∀u ∈ U , z ∈ Yu, x ∈ X , Q̃(z|u, x) = Qu(z|x). (24)

Clearly, (PU , Q̃) ∈ Q̃. Now, let T : Um → Z≥0,

T (um) = min
j∈U

m
∑

i=1

1(ui = j), (25)

which denotes the minimum number of occurrences of a

symbol in the vector um = (u1, . . . , um). Then, for any

um ∈ Um, there are T (um) vectors τ1, . . . , τT (um) ∈ [m]n

such that uτi = (1, . . . , n) and all elements of τi are distinct

for every i ∈ [T (um)], and τi, τj have no common element

for all i 6= j. We fix a deterministic rule that assigns such

τ1, . . . , τT (um) for each um ∈ Um satisfying T (um) ≥ 1.

Next, we define the estimator θ̃m as

θ̃m(um, zm)=











0 if T (um)=0

1
T (um)

T (um)
∑

i=1

θ̂n(zτi) otherwise
. (26)

Up to this point, we constructed a private estimation scheme

with shared randomness (PU , Q̃, θ̃m) based on a given private

estimation scheme (Q1, . . . , Qn, θ̂n). Next, we compare their

estimation errors. Let δ = n−2. Because PU = Unif([n]), the

union bound and Hoeffding’s inequality [31] yield

Pr

(

T (Um) ≤ m

(

1

n
− δ

))

≤
n
∑

j=1

Pr

(

m
∑

i=1

1(Ui = j) ≤ m

(

1

n
− δ

)

)

(27)

≤ n exp
(

−2m/n4
)

. (28)

For (um, zm) such that T (um) ≥ 1, we denote

L̃(um, zm) =

∥

∥

∥

∥

∥

∥

1

T (um)

T (um)
∑

i=1

(θ − θ̂n(zτi))

∥

∥

∥

∥

∥

∥

2

2

. (29)

Then, (28) implies that

E

[

∥

∥

∥θ − θ̃m(Um, Zm)
∥

∥

∥

2

2

]

≤ E

[

L̃(Um, Zm)

∣

∣

∣

∣

T (Um) >
m(n− 1)

n2

]

(30)

+ n exp
(

−2m/n4
)

×
(

E

[

L̃(Um, Zm)

∣

∣

∣

∣

T (Um) ∈
[

1,
m(n− 1)

n2

]]

+ 1

)

,

because ‖θ‖22 ≤ 1. Next, let L(θ) = E
[

‖θ − θ̂n(Y
n)‖22

]

.

Note that for any given Um = um satisfying T (um) ≥ 1,

Zτi and Y n follow the same distribution by the construction,

and Zτ1 , . . . , ZτT(um)
are mutually independent. Thus, for

t ∈ [⌊m/n⌋], we have

E

[

L̃(Um, Zm)
∣

∣

∣T (Um) = t
]

=
1

t2

t
∑

i=1

E

[

∥

∥

∥(θ − θ̂n(Zτi))
∥

∥

∥

2

2

∣

∣

∣

∣

T (Um) = t

]

=
L(θ)

t
. (31)

Using this fact, (30) yields

E

[

∥

∥

∥
θ − θ̃m(Um, Zm)

∥

∥

∥

2

2

]

≤ n2L(θ)

m(n− 1)
+ n exp

(

−2m/n4
)

(L(θ) + 1) . (32)
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By taking the supremum over θ ∈ P([v]) on both sides and

using the fact that (PU , Q̃, θ̃m) is just a special case of a private

estimation scheme with shared randomness, we obtain

PUTSR,m ≤ n2

m(n− 1)
sup

θ∈P([v])

L(θ)

+ n exp
(

−2m/n4
)

(

sup
θ∈P([v])

L(θ) + 1

)

. (33)

Next, by multliplyingm and taking lim infm→∞ on both sides,

we have

PUTSR ≤ n2

n− 1
sup

θ∈P([v])

L(θ). (34)

Because the above inequality holds for any n ∈ N and any

private estimation scheme (Q1, . . . , Qn, θ̂n), we can get the

desired result.

B. Local asymptotic normality

In this subsection, we derive a lower bound on PUTSR

by exploiting the local asymptotic normality property as

was done in [18]. For the model with shared randomness

in Section IV, the server receives i.i.d. random variables

W1, . . . ,Wn of the form Wi = (Ui, Zi), each following the

distribution P θ
W (u, z) =

∑

x∈X

Q(u, z|x)θx where Q(u, z|x) :=

PU (u)Q̃(z|u, x). Here, Q : X → P(W) satisfies the privacy

constraint ((ǫ, δ)-LDP or γ-ML) because (PU , Q̃) ∈ Q̃, but it

is only guaranteed that |W| <∞ instead of satisfying the one-

bit communication constraint. Accordingly, we denote Q∗ as

the set of all privacy mechanisms ((ǫ, δ)-LDP mechanisms or

γ-ML mechanisms) Q : X → P(W) such that Q = PU Q̃
for some (PU , Q̃) ∈ Q̃. Note that P([v]) is a (v − 1)-
dimensional manifold. Hence, we choose a coordinate function

ϕ : P([v]) → R
v−1, ϕi(θ) = θi. Let Φ ∈ R

v−1 be

a random variable following a uniform prior distribution λ
supported on the small neighborhood of 1(v−1)/v. More

precisely, λ is supported on the (v − 1)-dimensional ellipsoid
{

ϕ :
∑v−1

i=1 (ϕi − 1
v )

2 +(
∑v−1

i=1 (ϕi − 1
v ))

2 < n−10/13
}

. Then,

we have

sup
θ∈P([v])

E

[

∥

∥

∥θ − θ̃n(W
n)
∥

∥

∥

2

2

]

≥ EΦ∼λ

[

∥

∥

∥J⊤Φ+ ev − θ̃n(W
n)
∥

∥

∥

2

2

]

, (35)

where J = (I(v−1)×(v−1),−1(v−1)), and ev is the v-

dimensional vector ev = (0, . . . , 0, 1). Because the posterior

mean of J⊤Φ + ev, which is also the Bayes estimator,

minimizes the MSE, we have

inf
θ̃n

sup
θ∈P([v])

E

[

∥

∥

∥θ − θ̃n(W
n)
∥

∥

∥

2

2

]

≥ E
[

Tr(Cov(Φ|Wn)) + 1
⊤Tr(Cov(Φ|Wn))1

]

. (36)

The local asymptotic normality property [25]–[27] implies

that the posterior distribution of Φ given Wn converges

to the Normal distribution with mean 1/v and covariance

1
nJ

⊤I−1
W (1/v)J , where IW denotes the Fisher information

matrix,

IW (ϕ)=E

[

(

∂

∂ϕ
logP θ

W (W )

)(

∂

∂ϕ
logP θ

W (W )

)⊤
]

. (37)

With this idea, [18, Sec. V] derived a lower bound which

holds uniformly for all Q ∈ Q∗: There exist positive constants

C1, C2 and an integer N such that for all Q ∈ Q∗,

inf
θ̃n

sup
θ∈P([v])

E

[

∥

∥

∥θ − θ̃n(W
n)
∥

∥

∥

2

2

]

≥ 1

n

(

1− C1

n1/13

)

×

sup
Q∈Q∗

(

Tr(I−1
W (1/v)) + 1

⊤I−1
W (1/v)1

)

− C2

n14/13
, (38)

whenever n ≥ N .1 Thus, we obtain

PUTSR ≥ sup
Q∈Q∗

(

Tr(I−1
W (1/v)) + 1

⊤I−1
W (1/v)1

)

. (39)

By applying [18, Prop. V.12] and some further manipulations

[18, Eq. (79)], we have

PUTSR ≥ (v − 1)2

v
(

sup
Q∈Q∗

F (Q)− 1
) , (40)

where

F (Q) =
∑

w∈W

∑

x∈X

(Q(w|x))2

∑

x∈X

Q(w|x) . (41)

We modify the right-hand side (RHS) of (40) to get a bound

that is related to Q instead of Q∗.

Lemma 3. It holds that

PUTSR ≥ (v − 1)2

v

(

sup
Q∈Q

F (Q)− 1

) . (42)

Proof: For any given (Q̃, PU ) ∈ Q̃ and Q = PU Q̃,

F (Q) =
∑

u∈U

PU (u)
∑

z∈Z

∑

x∈X

(Q̃(z|u, x))2
∑

x∈X

Q̃(z|u, x)

≤ sup
u∈U

∑

z∈Z

∑

x∈X

(Q̃(z|u, x))2
∑

x∈X

Q̃(z|u, x)
≤ sup

Q∈Q
F (Q), (43)

because (PU , Q̃) ∈ Q̃ implies Q̃(·|u, ·) ∈ Q for all u ∈ U by

Definition 2. By plugging above inequalities into (40), we get

the desired result.

1In [18], the authors only considered the ǫ-LDP constraint. However, (38)
also holds uniformly for all Q ∈ Q∗ because its proof does not rely on
the choice of privacy constraint, apart from the inequalities between (72)
and (73) in [18]. To check the validity of (38), it is sufficient to check that
|Q(w|x)−Q(w|x′)|/

∑
x∈X

Q(w|x) is bounded for all x, x′ ∈ X , w ∈ W ;
this is, however, easy to verify.
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C. Extreme points of privacy mechanisms

In the previous subsection, we derive a lower bound on

PUTSR as in Lemma 3. To obtain closed-form lower bounds,

it remains to solve the optimization problem supQ∈Q F (Q).
Note that F (Q) = F (Q′) if Q ∼= Q′. Thus, in the remaining

part of this section, we treat Q ∈ Q as a (row) stochastic

matrix in [0, 1]v×2 without loss of generality. It can be easily

checked that F is a convex function on Q, and Q is a bounded

convex set (cf. [6], [30]). Thus, the supremum is achieved at

an extreme point of Q. Accordingly, we characterize all the

extreme points of Q and solve supQ∈Q F (Q) by comparing

the values of F (Q) at the extreme points.

Proposition 4. A stochastic matrix Q ∈ [0, 1]v×2 is an extreme

point of Q(ǫ,δ) if and only if Q has a column contained in
{

eǫ + δ

eǫ + 1
,
1− δ

eǫ + 1

}v

∪ {δ, 0}v ∪ {0}. (44)

In addition, a stochastic matrix Q ∈ [0, 1]v×2 is an extreme

point of Qγ if and only if Q has a column contained in

{eγ − 1, 0}v ∪ {0}.

Proof: Note that Q ∈ Q is a convex combination of

Q′, Q′′ ∈ Q if and only if the first column of Q is a convex

combination of the first columns of Q′, Q′′, because the second

column is just 1 minus the first column. Thus, we focus on

the first column of the privacy mechanisms.

We first focus on the LDP constraint. Let q be the first

column of Q ∈ Q(ǫ,δ), and m = minx qx, M = maxx qx. By

definition, Q ∈ Q(ǫ,δ) if and only if

eǫm+ δ ≥M, eǫ(1 −M) + δ ≥ 1−m,

0 ≤ m ≤M ≤ 1. (45)

Let M denote the set of (m,M) satisfying (45), which is a

bounded convex polytope. The extreme points of M are

(0, 0), (0, δ),

(

1− δ

eǫ + 1
,
eǫ + δ

eǫ + 1

)

, (1− δ, 1), (1, 1). (46)

Let Q be the stochastic matrix which have a column q in (44).

Clearly, Q ∈ Q(ǫ,δ) because q satisfies (45). Assume that q
is a convex combination of some other vectors q′, q′′. Let

x1 = argminx qx, x2 = argmaxx qx, and m′,m′′ and

M ′,M ′′ be the x1-th and x2-th entries of q′, q′′, respectively.

Because (m,M) is a convex combination of (m′,M ′) and

(m′′,M ′′), and (m,M) is an extreme point of a bounded

convex polytope M, either (m′,M ′) or (m′′,M ′′) is not

contained in M. Accordingly, either Q′ = (q′,1 − q′) or

Q′′ = (q′′,1− q′′) is not contained in Q(ǫ,δ), and this implies

that Q is an extreme point of Q(ǫ,δ).

It remains to prove the only if part of the proposition. We

will show that if Q is an extreme point, then q takes at most

two values. Suppose that there exists x∗ ∈ X such that qx∗ 6=
m and qx∗ 6=M . Then, let q′ and q′′ be the vectors such that

q′x =

{

m if x = x∗

qx otherwise
, q′′x =

{

M if x = x∗

qx otherwise
. (47)

It can be easily seen that q is the convex combination of q′

and q′′, whose corresponding stochastic matrices Q′ = (q′,1−

q′) and Q′′ = (q′′,1 − q′′) are also in Q(ǫ,δ). Thus, Q is

an extreme point only if q ∈ {m,M}v. Next, we derive a

necessary condition on (m,M) when Q is an extreme point.

If (m,M) is not one of the extreme points M, then it is a

convex combination of the points in (46). Combining with the

fact that q ∈ {m,M}v when Q is an extreme point of Q(ǫ,δ),

we can conclude that if Q is an extreme point of Q(ǫ,δ), then

Q should have a column which is contained in the set in (44).

For Qγ , the above proof steps follow mutatis mutandis apart

from the fact that Q ∈ Qγ if and only if

M + 1−m ≤ eγ , 0 ≤ m ≤M ≤ 1, (48)

and the extreme points of the set of (m,M) satisfying the

above are

(0, 0), (0, eǫ − 1), (2 − eǫ, 1), (1, 1). (49)

This completes the proof.

Because we characterized all the extreme points of Q,

we can get a closed-form expression of supQ∈Q F (Q). By

substituting the optimized values of F (Q) into Lemma 3, we

can get the desired lower bounds of PUTSR.

Proposition 5. For any v ≥ 2, ǫ > 0, δ ∈ [0, 1], and

γ ∈ (0, log 2], PUTLDP
SR (v, ǫ, δ) and PUTML

SR (v, γ) are lower-

bounded by the RHSs of (10) and (11), respectively, where

ζ(v, δ) is given in (12).

Proof: As a first step, we solve supQ∈Q F (Q). Because

F is a convex function on Q, it is sufficient to optimize F over

the extreme points of Q. In Proposition 4, we characterized all

the extreme points of Q. The following lemma simplifies the

calculation of F (Q) for such extreme points, and we omit its

proof because it can be derived through simple calculations.

Lemma 6. If a stochastic matrix Q ∈ [0, 1]v×2 has a column

q ∈ {a, 1− a}v, a ∈ [0, 1], and t elements of q are a, then,

F (Q) = 1 +
(2a− 1)2

a2 + t2+(v−t)2

t(v−t) a(1− a) + (1 − a)2
. (50)

If a stochastic matrix Q ∈ [0, 1]v×2 has a column q ∈ {a, 0}v,

a ∈ [0, 1], and t ≥ 1 elements of q are a, then,

F (Q) = 2− (1 − a)v

v − at
. (51)

We first focus on the LDP constraint. By Lemma 6, we

have the following conclusions: 1) If Q has a zero column,

a simple calculation gives F (Q) = 1. 2) Suppose Q has a

column q ∈
{

eǫ+δ
eǫ+1 ,

1−δ
eǫ+1

}v

and t elements of q are eǫ+δ
eǫ+1 .

Then,

F (Q) = 1

+
(eǫ + 2δ − 1)2

(eǫ + δ)2 + t2+(v−t)2

t(v−t) (eǫ + δ)(1 − δ) + (1− δ)2
. (52)

If v is even, then t = v/2 maximizes (52) to yield

1 +

(

eǫ + 2δ − 1

eǫ + 1

)2

. (53)
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If v = 2α+ 1, α ∈ N, then t = α maximizes (52) to yield

1 +
(eǫ + 2δ − 1)2

(eǫ + δ)2 + α2+(α+1)2

α(α+1) (eǫ + δ)(1− δ) + (1− δ)2
. (54)

3) Suppose Q has a column q ∈ {δ, 0}v and t ≥ 1 elements

of q are δ. Then,

F (Q) = 2− (1− δ)v

v − δt
. (55)

Among all t ≥ 1, t = 1 maximizes the above to yield

1 +
δ(v − 1)

v − δ
. (56)

By comparing (53), (54), and (56), we obtain a closed-

form expression of supQ∈Q(ǫ,δ) F (Q). By substituting this into

Lemma 3, we have the desired lower bound of PUTLDP
SR .

The conditions ǫ ≥ ζ(v, δ) can be derived by solving the

inequalities (53) ≥ (56) and (54) ≥ (56) with respect to ǫ,
respectively.

For the γ-ML constraint, F (Q) = 1 if Q has a zero column.

Also, F (Q) = 2− (1−δ)v
v−δt if Q has a column q ∈ {eγ − 1, 0}v

and t ≥ 1 elements of q are eγ − 1. Because t = 1 maximizes

F (Q) to yield 1 + (eγ−1)(v−1)
v−eγ+1 , Lemma 3 gives the desired

result.

Combining Propositions 2 and 5, we have the converse part

of Theorem 1.

VI. ACHIEVABILITY

In this section, we prove the achievability part of Theorem 1.

We aim to show that PUT ≤ PUTSR in Section VI-B. To

do so, we first construct optimal private estimation schemes

with shared randomness that achieve PUTSR. Based on the

structures of the optimal schemes with shared randomness, we

construct private estimation schemes so that they resemble the

optimal private estimation schemes with shared randomness

asymptotically as the number of clients n tends to infinity.

A. Optimal schemes with shared randomness

In this subsection, we construct optimal schemes with

shared randomness that achieve PUTSR. Some of our privacy

mechanisms with shared randomness are closely related to the

resolution of block design or regular and pairwise-balanced

design (RPBD) mechanisms proposed in [17], [24]. For the

estimator, we propose estimators that differ from those in [17],

[24], because the previous estimators cannot be used directly

for our privacy mechanisms with shared randomness. By doing

so, the proposed schemes with shared randomness are shown

to achieve PUTSR.

1) Optimal privacy mechanisms: First, we construct

optimal privacy mechanisms with shared randomness. Some

of them are constructed based on the concept of a block design

mechanism and an RPBD mechanism proposed in [17], and

resolutions of them [24]. Here, we introduce such concepts

with slight modifications.

Definition 3. A hypergraph G = (V,E), where V is the

set of the vertices and E is the set of the edges, is called

a (v, b, r, k, λ)-block design if |V | = v, |E| = b, and have the

following symmetries:

1) Degree of each vertex is r (G is r-regular).

2) Each edge contains k vertices (G is k-uniform).

3) Each pair of vertices is contained in λ-number of edges

(G is λ-pairwise balanced).

A hypergraph G = (V,E) is called a (v, b, r, λ)-RPBD if

|V | = v, |E| = b, and G is r-regular and λ-pairwise balanced.

Remark 1. A block design of special interest in our work is a

complete block design (CBD). The (v, k)-CBD is the complete

k-uniform hypergraph with v vertices. It can be easily checked

that the (v, k)-CBD is the block design with parameters

(

v,

(

v

k

)

,

(

v − 1

k − 1

)

, k,

(

v − 2

k − 2

))

, (57)

with the convention that
(

v
t

)

= 0 for t < 0.

Definition 4. Let G = (V,E) be a hypergraph such that V =
{v1, . . . , vm} and E = {e1, . . . , en}. The incidence matrix of

G is the matrix A ∈ {0, 1}m×n such that Aij = 1 if vi ∈ ej
and Aij = 0 if vi /∈ ej .

Definition 5. For c, d ≥ 0, a stochastic matrix Q of

dimension v × b is called a (c, d)-valued (v, b, r, k, λ)-block

design mechanism constructed by a block design G if G is

a (v, b, r, k, λ)-block design and Q can be constructed as

follows: Let A ∈ {0, 1}v×b be an incidence matrix of G.

Then, we get the matrix B by applying the map 1 7→ c and

0 7→ d component-wisely on A. The stochastic matrix Q is

constructed as Q = 1
cr+d(b−r)B. Similarly, a stochastic matrix

Q of dimension v×b is called a (c, d)-valued (v, b, r, λ)-RPBD

mechanism constructed by an RPBD G if G is a (v, b, r, λ)-
RPBD and Q is constructed in the same way as above.

Definition 6. A pair (PU , Q̃) of a probability mass function

PU ∈ P(U) and a conditional probability mass function Q̃ :
U × X → P(Z) is called a resolution of a block design (or

RPBD) mechanism Q : X → P(W) if PU Q̃ : X → P(U ×Z)
is equivalent to Q.

Example 1. We introduce an example of the detailed process

of constructing a (c, d)-valued block design mechanism and

its resolution, which is depicted in Fig. 5. Let G be the (4, 2)-
CBD, whose incidence matrix A is

A =









1 1 1 0 0 0
1 0 0 1 1 0
0 1 0 1 0 1
0 0 1 0 1 1









. (58)

By applying the map 1 7→ c and 0 7→ d on A component-

wisely, we get,

B =









c c c d d d
c d d c c d
d c d c d c
d d c d c c









. (59)
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Fig. 5: Schematic diagram showing the constructions of the block design mechanism constructed by (4, 2)-CBD and its

resolution.

Then, by normalizing B, we get the block design mechanism

Q constructed by G,

Q =
1

3(c+ d)









c c c d d d
c d d c c d
d c d c d c
d d c d c c









. (60)

Now, let Qi be the i-th column of Q. Note that the columns

of Q can be partitioned into

C1 = (Q1, Q6), C2 = (Q2, Q5), C3 = (Q3, Q4), (61)

and Qi+Q7−i ∝ 1. Thus, we can get the stochastic matrices

Qi = 3Ci for each i ∈ [3]. Then, let U = [3], PU = Unif(U),
Z = [2], and Q̃ : U × X → P(Z), Q̃(·|u, ·) = Qu for each

u ∈ U . Clearly, PU Q̃ ∼= Q.

Now, we construct the optimal privacy mechanisms

with shared randomness. Throughout this section, we treat

conditional probability mass functions as stochastic matrices

without loss of generality. The constructions of the optimal

mechanisms with shared randomness are closely related to

the optimal solutions of supQ∈Q F (Q), which are in the

proof of Proposition 5. We propose four privacy mechanisms

with shared randomness in order, the first three are for the

LDP constraint and the last one is for the ML constraint.

As in Example 1, optimal privacy mechanisms are derived by

partitioning the columns of stochastic matrices into the dual

pairs.

Definition 7. Let Q be a stochastic matrix of a finite

dimension, and Qi be the i-th column of Q. We call a pair of

columns (Qi, Qj) is a dual pair if i 6= j and Qi +Qj ∝ 1.

Case 1. Assume v is even and ǫ ≥ ζ(v, δ). Let (c, d) =
(

eǫ+δ
eǫ+1 ,

1−δ
eǫ+1

)

, and G be the (v, v/2)-CBD. Note that the

(v, v/2)-CBD is a (v, b, r, v/2, λ)-block design, where

(b, r, λ) =

((

v

v/2

)

,
1

2

(

v

v/2

)

,

(

v − 2

v/2− 2

))

. (62)

Now, we construct Q as the (c, d)-valued block design

mechanism constructed by (v, v/2)-CBD. Then, the columns

of Q can be partitioned into the dual pairs C1, . . . , Cb/2

because for any given edge e of (v, v/2)-CBD, there exists

a unique edge e′ such that |e ∪ e′| = v. Using this fact,

we construct a privacy mechanism with shared randomness

(PU , Q̃) as

U = [b/2] , PU = Unif(U), (63)

Z = [2], Q̃ : U × X → P(Z), (64)

∀u ∈ U , Q̃(·|u, ·) = cr + d(b− r)

c+ d
Cu =

b

2
Cu. (65)

By construction, (PU , Q̃) is a resolution of Q. Also, it can

be easily seen that (PU , Q̃) ∈ Q̃(ǫ,δ) because |Z| = 2 and

eǫd+ δ ≥ c.

Case 2. Assume v = 2α + 1, α ∈ N, and ǫ ≥ ζ(α, δ).

Let (c, d) =
(

eǫ+δ
eǫ+1 ,

1−δ
eǫ+1

)

, G1 = (X , E1) be the (v, α)-CBD,

G2 = (X , E2) be the (v, α+1)-CBD, and G = (X , E1∪E2).
Then, G is a (v, b, r, λ)-RPBD, where

(b, r, λ) =

(

2

(

v

α

)

,

(

v

α

)

,

(

v − 1

α− 1

))

. (66)

Now, we construct Q as the RPBD mechanism constructed

by G. Then, the columns of Q can be partitioned into dual

pairs C1, . . . , Cb/2 because for any edge e of G1, there exists

a unique edge e′ of G2 such that |e ∪ e′| = v. Then, (PU , Q̃)
is constructed as in (63)–(65). Similar to Case 1, (PU , Q̃) ∈
Q̃(ǫ,δ), and it is a resolution of Q.

Case 3. Assume that ǫ < ζ(v, δ). We construct Q as

Q =
1

v

(

δI(v×v), 1(v×v) − δI(v×v)

)

. (67)

Let Qi be the i-th column of Q, i ∈ [2v]. Then, the columns

of Q can be partitioned into the dual pairs C1, . . . , Cv , where
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Ci = (Qi, Qi+v), i ∈ [v]. Accordingly, we construct a privacy

mechanism with shared randomness (PU , Q̃) as

U = [v], PU = Unif(U), Z = [2], (68)

Q̃ : U × X → P(Z), ∀u ∈ U , Q̃(·|u, ·) = vCi. (69)

Then, PU Q̃ ∼= Q and (PU , Q̃) ∈ Q̃(ǫ,δ).

Case 4. In this case, we consider the γ-ML constraint. We

construct Q as

Q =
1

v

(

(eγ − 1)I(v×v), 1(v×v) − (eγ − 1)I(v×v)

)

. (70)

Similar to Case 3, the columns of Q can be partitioned into

the dual pairs C1, . . . , Cv , where Ci = (Qi, Qi+v), i ∈ [v].
A privacy mechanism with shared randomness (PU , Q̃) is

constructed as in (68) and (69). Then, PU Q̃ ∼= Q and

(PU , Q̃) ∈ Q̃γ .

2) Optimal estimators: Note that all the four privacy

mechanisms with shared randomness (PU , Q̃) that we have

constructed in Section VI-A1 are derived by some pre-

designed stochastic matrices Q such that PU Q̃ ∼= Q. The

proposed estimator θ̃n : Un × Zn → R
v is constructed based

on such Q. Without loss of generality, we treat the stochastic

matrix Q as the conditional probability mass function Q :
X → P(W), W = U × Z , and denote W = (U,Z) as

the random variable sampled from Q. For a given Q, we

construct the estimator θ̃n as follows: We first design the

auxiliary estimator ηn : Wn → R
v. Let η : W → R

v , whose

components are the normalized likelihoods,

∀x ∈ X , ηx(w) =
Q(w|x)
∑

x′∈X

Q(w|x′) . (71)

Then, ηn : Wn → R
v is set to the average of η(wi)’s,

ηn(w
n) =

1

n

n
∑

i=1

η(wi). (72)

Note that E[ηn(W
n)] = E[η(W )] because W1, . . . ,Wn are

i.i.d. In the following lemmas, we show that there exist real

constants c1 6= 0, c2 such that E[η(W )] = c1θ + c21, if we

use the Q constructed in Section VI-A1. Finally, we construct

θ̃n as an unbiased version of ηn,

θ̃n(w
n) =

1

c1
(ηn(w

n)− c21). (73)

The proofs of the following lemmas are in Appendix.

Lemma 7. Let v be even and Q : X → P(W) be the (c, d)-
valued block design mechanism constructed by the (v, v/2)-
CBD. Also, for each x ∈ X , define the sets

A1
x =

{

w ∈ W : Q(w|x) = 2c
(

v
v/2

)

(c+ d)

}

, (74)

A2
x =

{

w ∈ W : Q(w|x) = 2d
(

v
v/2

)

(c+ d)

}

. (75)

Then, for all x ∈ X ,

ηx(w) =
2

v(c+ d)

(

c1(w ∈ A1
x) + d1(w ∈ A2

x)
)

, (76)

and

E[ηx(W )] =
(c− d)2

(v − 1)(c+ d)2
θx

+
v(c+ d)2 − 2(c2 + d2)

v(v − 1)(c+ d)2
. (77)

Lemma 8. Let v = 2α + 1, α ∈ N, G1 = (X , E1)
be the (v, α)-CBD, G2 = (X , E2) be the (v, α + 1)-CBD,

G = (X , E1 ∪E2), and Q : X → P(W) be the (c, d)-valued

RPBD mechanism constructed by G. Also, define the sets

H =

{

w∈W :
∑

x∈X

1

(

Q(w|x)= c
(

v
α

)

(c+d)

)

=α

}

, (78)

and for each x ∈ X ,

Gx =

{

w ∈ W : Q(w|x) = c
(

v
α

)

(c+ d)

}

, (79)

and

A1
x = Gx ∩H, A2

x = Gx ∩H∁, (80)

A3
x = G∁

x ∩H, A4
x = G∁

x ∩H∁. (81)

Then, for all x ∈ X ,

ηx(w) =
c1(w ∈ A1

x) + d1(w ∈ A3
x)

αc+ (α+ 1)d

+
c1(w ∈ A2

x) + d1(w ∈ A4
x)

αd+ (α+ 1)c
, (82)

and

E[ηx(W )] =
(c− d)2(α+ 1)

2((α+ 1)c+ αd)(αc + (α+ 1)d)
θx

+
(2α+ 1)((c+ d)2α+ 2cd)− (c− d)2

2(2α+ 1)((α+ 1)c+ αd)(αc + (α+ 1)d)
. (83)

Lemma 9. For c > 0, let the stochastic matrix Q : X →
P(W) be

Q =
1

v

(

cI(v×v), 1(v×v) − cI(v×v)

)

. (84)

Also, for each x ∈ X , define the sets

A1
x = {w ∈ W : Q(w|x) = c/v}, (85)

A2
x = {w ∈ W : Q(w|x) = 1/v}, (86)

A3
x = {w ∈ W : Q(w|x) = (1− c)/v}. (87)

Then, for all x ∈ X ,

ηx(w) = 1(w ∈ A1
x)

+
1

v − c

(

1(w ∈ A2
x) + (1 − c)1(w ∈ A3

x)
)

, (88)

and

E[ηx(W )] =
c

v − c
θx +

v − 2c

v(v − c)
. (89)
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3) Error analysis: The estimation error of the proposed

schemes (PU , Q̃, θ̃n) that we have constructed in this section

are calculated in the same manner. We first introduce the

calculation steps before the detailed calculation. Because θ̃n
in (73) is an unbiased estimator, the MSE of the proposed

scheme is

E

[

∥

∥

∥θ − θ̃n(W
n)
∥

∥

∥

2

2

]

=
∑

x∈X

Var
(

(θ̃n)x(W
n)
)

(90)

=
1

nc21

∑

x∈X

Var(ηx(W )). (91)

Note that ηx’s in (76), (82), and (88) have the form of

ηx(w) =
∑

i

λi1(w ∈ Ai
x), (92)

for some disjoint sets Ai
x’s and normalization factors λi’s.

Thus, we have

Var(ηx(W )) =
∑

i

λ2iP
i
x(1− P i

x)−
∑

i6=j

λiλjP
i
xP

j
x , (93)

where P i
x = Pr(W ∈ Ai

x). Then, we will show that

Var(ηx(W )) is a concave function of θx for all x ∈ X
in Lemma 10. Because the MSE in (91) is the sum of the

component-wise concave functions, the MSE is the concave

function of θ. Together with the fact that (91) does not vary

under any permutation on θ, the worst-case MSE is achieved

by θ = 1/v, i.e.,

Rn,v(PU , Q̃, θ̃n) = EX1,...,Xn∼
1

v

[

∥

∥

∥

∥

1

v
− θ̃n(W

n)

∥

∥

∥

∥

2

2

]

. (94)

Finally, we calculate (93) for θ = 1/v and substitute the results

into (91). By doing so, it can be shown that the worst-case

MSEs of the four schemes with shared randomness that we

have constructed in this section are equal to each of the lower

bounds of PUTSR/n.

As we mentioned above, we first check that Var(ηx) is a

concave second order polynomial in θx for all x ∈ X , and

then calculate the worst-case MSE by letting θ = 1/v. The

proofs of the following lemma and proposition can be found

in the supplementary material.

Lemma 10. For any private estimation scheme with shared

randomness constructed in Section VI-A, Var(ηx(W )) is a

concave second order polynomial in θx.

Proposition 11. The worst-case MSEs of each of the

four private estimation schemes with shared randomness

constructed in Section VI-A are equal to each of the lower

bounds of PUTSR/n in Proposition 5.

B. Comparing models: Achievability

In this subsection, we prove PUT ≤ PUTSR as the last

step of the proof of Theorem 1. For showing PUT ≤ PUTSR,

we construct the private estimation schemes (Q1, . . . , Qn, P̂n)
that asymptotically resemble the optimal private estimation

schemes with shared randomness (PU , Q̃, θ̃n) as the number

of clients n tends to infinity.

Proposition 12. We have that

PUT ≤ PUTSR. (95)

Proof: Let (PU , Q̃, θ̃n) be the optimal scheme with shared

randomness constructed in Section VI-A. Note that for any

optimal scheme with shared randomness in Section VI-A, U =
[C] for some constant C ∈ N, PU = Unif(U),

θ̃n(u
n, zn) =

1

c1

(

1

n

n
∑

i=1

η(ui, zi)− c21

)

, (96)

for some constants c1, c2, and θ̃n is unbiased. Thus, we have

E[θ̃n(U
n, Zn)] =

1

c1
(E[η(U,Z)]− c21) = θ, (97)

and

E

[

∥

∥

∥θ − θ̃n(U
n, Zn)

∥

∥

∥

2

2

]

=
1

nc21

∑

x∈X

Var(ηx(U,Z)), (98)

because (U1, Z1), . . . , (Un, Zn) are i.i.d.

Without loss of generality, we assume n > C. First, let the

private estimation scheme (Q1, . . . , Qn) be

Yi = Zgn(i), Qi = Q̃(·|gn(i), ·), (99)

where gn : [n] → U , gn(i) = ((i − 1) mod C) + 1. Clearly,

Qi ∈ Q for all i ∈ [n]. Then, we define the estimator θ̂n :
Yn → R

v as

θ̂n(y
n) =

1

c1
×





1

⌊n/C⌋

⌊n/C⌋
∑

i=1

1

C

C
∑

j=1

η(j, y(i−1)C+j)− c21



 . (100)

By the law of total expectation, we have

E[η(U,Z)] =
1

C

C
∑

j=1

E[η(j, Z)|U = j] =
1

C

C
∑

j=1

E[η(j, Yj)],

(101)

where the last equation follows from the fact that for any given

U = j, Z and Yj follow the same distribution. Also, note that

(Y1, . . . , YC) and (Y(i−1)C+1, . . . , YiC) are independent and

follow the same distribution for all i ∈ [⌊n/C⌋]. Together

with (97) ,(100), and (101), we have

E[θ̂n(Y
n)] =

1

c1





1

C

C
∑

j=1

E[η(j, Yj)]− c21



 = θ. (102)

Because θ̂n is unbiased, we obtain

E

[

∥

∥

∥θ − θ̂n(Y
n)
∥

∥

∥

2

2

]

=
1

c21⌊n/C⌋C2

∑

x∈X

C
∑

j=1

Var(ηx(j, Yj)) (103)

=
1

c21⌊n/C⌋C
∑

x∈X

E [Var(ηx(U,Z)|U)] (104)

≤ 1

(n− C)c21

∑

x∈X

Var(ηx(U,Z)), (105)
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where (104) follows from the fact that for any given U = j,
Z and Yj follow the same distribution, and the last inequality

is from the law of total variance. Thus, (98) and (105) yield

E

[

∥

∥

∥
θ − θ̂n(Y

n)
∥

∥

∥

2

2

]

≤ n

n− C
E

[

∥

∥

∥
θ − θ̃n(U

n, Zn)
∥

∥

∥

2

2

]

. (106)

By taking the supremum over θ ∈ P([v]) on both sides and

applying Proposition 11, we have

PUTn ≤ Rn,v(Q1, . . . , Qn, θ̂n) ≤
1

n− C
PUTSR. (107)

Finally, we obtain the desired result by multiplying n and

taking lim infn→∞ on both sides.

Combining Propositions 2, 5, 11 and 12, we complete the

proof of Theorem 1.

VII. CONCLUSION

In this paper, we completely characterized the PUTs for

discrete distribution estimation under the (ǫ, δ)-LDP or γ-ML

privacy constraints, together with the one-bit communication

constraint. For the converse part, we exploited the local

asymptotic normality property as in [18], and found tight lower

bounds by characterizing all the extreme points of the set of

privacy mechanisms. For the achievability part, we presented

concrete schemes that achieve the optimal PUTs with the idea

of resolutions of block design schemes [17], [24].

One avenue for future investigation would be to characterize

the PUCT under the b-bit communication constraint for

arbitrary b > 1. For the converse part of such an endeavor,

Proposition 2 and a variant of Lemma 3 still hold. However,

the full characterization of the extreme points of the set of

privacy mechanisms is still not known (cf. [30]). If we can

obtain a complete characterization of the extreme points, it

would be possible to derive lower bounds in a similar way as

in the proof of Proposition 5.

APPENDIX

Here, we prove Lemmas 7, 8, and 9 in Section VI-A. The

proofs are based on calculations related to the combinatorial

structures of the proposed scheme, which are similar to the

calculations in [9, Sec. III]. As we mentioned after (93), we

denote P i
x = Pr(W ∈ Ai

x).

A. Proof of Lemma 7

Proof: Let k = v/2. Note that Q is the (c, d)-valued block

design mechanism constructed by (v, k)-CBD, and the (v, k)-
CBD has the parameters (v, b, r, k, λ) in (57). By Definition 5,

Q =
1

cr + d(b − r)
B, (108)

for some {c, d}-valued matrix B. Then, we have

cr + d(b − r) =

(

v

k

)

c+ d

2
. (109)

Thus, (76) directly follows from (71). Note that {A1
x, A

2
x} is a

partition of W and P 2
x = 1−P 1

x . Now, it remains to calculate

E[ηx(W )]. Let

λ1 =
2c

v(c+ d)
, λ2 =

2d

v(c+ d)
. (110)

Then,

E[ηx(W )] = λ1P
1
x + λ2P

2
x = (λ1 − λ2)P

1
x + λ2

=
2(c− d)

v(c+ d)
P 1
x +

2d

v(c+ d)
. (111)

The calculation of P 1
x is based on the combinatorial structure

of (v, k)-CBD. By Definition 5, A1
x corresponds to the set of

edges of (v, k)-CBD containing a vertex which corresponds

to x ∈ X . Thus, we have

P 1
x =

2
(

(

v−1
k−1

)

cθx +
(

(

v−2
k−2

)

c+
(

v−2
k−1

)

d
)

(1 − θx)
)

(

v
k

)

(c+ d)
(112)

=
v(c− d)

2(v − 1)(c+ d)
θx +

(v − 2)c+ vd

2(v − 1)(c+ d)
. (113)

By substituting the above into (111), we have (77).

B. Proof of Lemma 8

Proof: Let v = 2α + 1, α ∈ N. Note that Q is a

(c, d)-valued RPBD mechanism constructed by the RPBD with

parameters (v, b, r, λ) that equal to (66), as in Case 2 of

Section VI-A1. By definition 5,

Q =
1

cr + d(b − r)
B, (114)

for some {c, d}-valued matrix B, and

cr + d(b− r) =

(

v

α

)

(c+ d). (115)

Thus, (82) directly follows from (71). Now, let

λ1 =
c

αc+ (α+ 1)d
, λ2 =

c

(α+ 1)c+ αd
, (116)

λ3 =
d

αc+ (α+ 1)d
, λ4 =

d

(α+ 1)c+ αd
. (117)

Then,

E[ηx(W )] =

4
∑

i=1

λiP
i
x. (118)

The calculations for P i
x’s are similar to (112)–(113). Using the

fact that A1
x and A3

x correspond to (v, α)-CBD, we have

P 1
x =

(

(

2α
α−1

)

cθx +
(

(

2α−1
α−2

)

c+
(

2α−1
α−1

)

d
)

(1− θx)
)

(

2α+1
α

)

(c+ d)
(119)

=
(α+ 1)(c− d)

2(2α+ 1)(c+ d)
θx +

(α− 1)c+ (α+ 1)d

2(2α+ 1)(c+ d)
, (120)

P 3
x =

(

(

2α
α

)

dθx +
(

(

2α−1
α

)

d+
(

2α−1
α−1

)

c
)

(1 − θx)
)

(

2α+1
α

)

(c+ d)
(121)

= − (α+ 1)(c− d)

2(2α+ 1)(c+ d)
θx +

α+ 1

2(2α+ 1)
. (122)

Similarly, A2
x and A4

x correspond to (v, α + 1)-CBD. Thus,

we have

P 2
x =

(α+ 1)(c− d)

2(2α+ 1)(c+ d)
θx +

α+ 1

2(2α+ 1)
, (123)

P 4
x = − (α+ 1)(c− d)

2(2α+ 1)(c+ d)
θx +

(α− 1)d+ (α+ 1)c

2(2α+ 1)(c+ d)
. (124)

By plugging the λi’s and P i
x’s into (118), we have (83).
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C. Proof of Lemma 9

Proof: It is easy to check (88) from (84). Let

λ1 = 1, λ2 =
1

v − c
, λ3 =

1− c

v − c
. (125)

After simple calculations, we have P 1
x = cθx/v,

P 2
x =

v − 1

v
θx +

v − 1− c

v
(1 − θx) (126)

=
c

v
θx +

v − 1− c

v
, (127)

and

P 3
x =

1− c

v
θx +

1

v
(1− θx) = − c

v
θx +

1

v
. (128)

Thus, we have

E[ηx(W )] =

3
∑

i=1

λiP
i
x =

c

v − c
θx +

v − 2c

v(v − c)
. (129)
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SUPPLEMENTARY MATERIAL

Here, we consider four (PU , Q̃)’s constructed in

Section VI-A1, and the estimator θ̃n in (73). Also, we

use the same λi’s and P i
x’s in Appendices A, B, or C.

D. Proof of Lemma 10

Proof:

1) Case 1: Let (PU , Q̃) be the resolution of Q, which is

in Case 1 of Section VI-A1. From (93) and Appendix A,

Var(ηx(W )) = λ21P
1
x (1− P 1

x ) + λ22P
2
x (1 − P 2

x )

− 2λ1λ2P
1
xP

2
x . (130)

Because P 1
x and P 2

x are linear functions of θx, Var(ηx(W ))
is clearly a second order polynomial in θx. Now, we focus on

the coefficient of θ2x of such polynomial, denoted by S. Let

ρ = v(c−d)
2(v−1)(c+d) , the coefficient of θx in P 1

x . Then,

S/ρ2 = −(λ21 + λ22) + 2λ1λ2 = −(λ1 − λ2)
2 < 0. (131)

2) Case 2: Let (PU , Q̃) be the resolution of Q, which are

in Case 2 of Section VI-A1. Similar to 1), Appendix B shows

that P i
x’s are linear functions of θx, and (93) implies that

Var(ηx(W )) is a second order polynomial in θx. Let S be

the coefficient of θ2x of such polynomial. Note that for all

i ∈ [4], the coefficient of θx of P i
x is ±ρ, ρ = (α+1)(c−d)

2(2α+1)(c+d) .

Thus, we have

S/ρ2 = −
4
∑

i=1

λ2i (132)

− 2 (λ1λ2 − λ1λ3 − λ1λ4 − λ2λ3 − λ2λ4 + λ3λ4)

= −(λ1 − λ3 + λ2 − λ4)
2 < 0. (133)

3) Case 3, 4: Let (PU , Q̃) and Q be the privacy mechanism

with shared randomness and the stochastic matrix constructed

in Case 3 or 4 in Section VI-A1. Similar to 1), Appendix C

shows that P i
x’s are linear functions of θx, and (93) implies

that Var(ηx(W )) is a second order polynomial in θx. Let S
be the coefficient of θ2x of such polynomial. Note that for all

i ∈ [3], the coefficient of θx of P i
x is ±ρ, ρ = c/v (c = δ for

Case 3 and c = eγ − 1 for Case 4). Thus, we have

S/ρ2 = −(λ21 + λ22 + λ23)− 2(λ1λ2 − λ1λ3 − λ2λ3) (134)

= −(λ1 − λ3 + λ2)
2 < 0. (135)

E. Proof of Proposition 11

Proof: As we mentioned in Section VI-A3, we first

calculate P i
x’s for θ = 1/v, and substitute them into (93).

We calculate the worst-case MSEs of the optimal schemes

with shared randomness in four cases, and each of them

corresponds to each cases in Section VI-A1.

1) Case 1: We denote P i
x’s and λi’s as in Appendix A. For

θ = 1/v, P 1
x = 1/2. Thus, (93) gives

Var(ηx(W )) =
1

4
(λ1 − λ2)

2 =
(c− d)2

v2(c+ d)2
. (136)

Then, by (77), (91) and (94), we have

Rn,v(PU , Q̃, θ̃n)=vVar(ηx(W ))

(

(v − 1)(c+ d)2

(c− d)2

)2

(137)

=
(v − 1)2(c+ d)2

v(c− d)2
. (138)

Plugging (c, d) =
(

eǫ+δ
eǫ+1 ,

1−δ
eǫ+1

)

gives the desired result.

2) Case 2: We denote P i
x’s and λi’s as in Appendix B, and

v = 2α+ 1. For θ = 1/v,

P 1
x =

α(αc + (α+ 1)d)

(2α+ 1)2(c+ d)
, (139)

P 2
x =

(α + 1)((α+ 1)c+ αd)

(2α+ 1)2(c+ d)
, (140)

P 3
x =

(α + 1)(αc+ (α+ 1)d)

(2α+ 1)2(c+ d)
, (141)

P 4
x =

α((α + 1)c+ αd)

(2α+ 1)2(c+ d)
. (142)

Thus, (93) gives

Var(ηx(W )) =
(c− d)2

(2α+ 1)2
(

c+ α
α+1d

)

(

c+ α+1
α d

)

. (143)

By (83), (91) and (94), we have

Rn,v(PU , Q̃, θ̃n)

= vVar(ηx(W ))





2α
(

c+ α
α+1d

)

(

c+ α+1
α d

)

(c− d)2





2

(144)

=
(v − 1)2

v
·

(

c+ α
α+1d

)

(

c+ α+1
α d

)

(c− d)2
. (145)

Plugging (c, d) =
(

eǫ+δ
eǫ+1 ,

1−δ
eǫ+1

)

gives the desired result.

3) Case 3, 4: We denote Pi’s and λi’s as in Appendix C.

For θ = 1/v,

P 1
x =

c

v2
, P 2

x =
(v − c)(v − 1)

v2
, P 3

x =
v − c

v2
. (146)

Thus, (93) gives

Var(ηx(W )) =
c(v − 1)

v2(v − c)
. (147)

By (89), (91) and (94), we have

Rn,v(PU , Q̃, θ̃n) = vVar(ηx(W ))

(

v − c

c

)2

(148)

=
(v − 1)(v − c)

vc
. (149)

Plugging c = δ and eγ − 1 yield the desired results for cases

3 and 4, respectively.
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