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Abstract—Concordancers are tools that display the immediate
context for the occurrences of a given word in a corpus. Also
called KWIC - Key Word in Context tools, they are essential
in the work of lexicographers, corpus linguists, and translators
alike. We present an enhanced type of concordancer, which relies
on a syntactic parser and on statistical association measures in
order to detect those words in the context that are syntactically
related to the sought word and are the most relevant for it,
because together they may participate in multi-word expressions
(MWEs). Our syntax-based concordancer highlights the MWEs
in a corpus, groups them into syntactically-homogeneous classes
(e.g., verb-object, adjective-noun), ranks MWEs according to the
strength of association with the given word, and for each MWE
occurrence displays the whole source sentence as a context. In
addition, parallel sentence alignment and MWE translation tech-
niques are used to display the translation of the source sentence in
another language, and to automatically find a translation for the
identified MWEs. The tool also offers functionalities for building
a MWE database, and is available both off-line and online for
a number languages (among which English, French, Spanish,
Italian, German, Greek and Romanian).

I. INTRODUCTION

Knowledge of a word means knowledge of the relations
that this word establishes with other words: “You shall know
a word by the company it keeps!” [1, p. 179]. Hence, the
study of words in context—in order to analyse how words
are actually used and what their typical contexts are—is a
major concern in any field dealing with language from diverse
perspectives, no matter whether it is theoretically or practically
motivated.

The advent of the computer era and the ever-increasing
availability of texts in digital format allow for virtually un-
limited exploration. Yet, this is at the same time one of the
biggest issues that users presented with automatically detected
contexts inevitably have to face. The information comes to
them as huge amounts of unstructured data, characterised by
a high degree of redundancy.

To help them overcome the problem of information over-
load, a new generation of concordancers have been developed
that are able to pre-process textual data such that the most re-
levant contextual information comes first [2]. This is achieved
using lexical association measures that quantify the degree
of interdependence between words, by relying on statistical
hypothesis tests, on concepts from information theory, on data
mining techniques, or by making use of various other methods
([31, [4D).

A representative example of such a concordancer is the
Sketch Engine [5]. It analyses a preexisting corpus of text
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in order to produce, for a given word, a one-page summary
of its grammatical and collocational behaviour. In doing so, it
first performs a shallow parsing of the corpus by relying on
automatically assigned POS tags for words, then it applies an
association measure derived from Pointwise Mutual Informa-
tion [6]. For illustration, Figure 1 shows part of the “sketch”
produced for the French word atteindre (‘to reach, to attain”).
By clicking on the links in the frequency column, users have
the possibility to see the actual concordance line, with a left
and right context for each instance found in the corpus.

Developed more or less simultaneously with the Sketch
Engine, our concordancer FipsCo ([7], [8], [9]) shares several
similarities with it, and was primarily designed with the
specific goal of being integrated as a new type of tool in the
workbench of translators from an international organisation.
In this paper, we describe this tool, its underlying resources
and methodology, its latest developments, and we present
the manner in which it is currently integrated in the larger,
evolving processing environment available in our laboratory.

The paper is organised as follows. Section II provides an
overview of FipsCo. Section III presents the resources and
methods on which it is founded. Section IV describes in
greater detail its functionalities, then Section V introduces
FipsCoWeb, its recently developed online version. Section VI
discusses the manner in which FipsCo and FipsCoWeb are
integrated into the larger language processing environment of
LATL. The last section contains concluding remarks.

II. FipsCoO: AN OVERVIEW

In FipsCo, the system of syntax-based collocation extraction
and concordancing developed in our laboratory, the input text
is first syntactically analysed with a full parser, then it is
processed with standard statistical methods which measure the
strength of association between words.

Collocation, understood as “typical, specific and charac-
teristic combination of two words” [10], is a generic term
used here to encompass all syntactic word combinations found
in a corpus that are relevant to the studied word, from a
lexicographic point of view. As in [11], we consider that
collocation refers, more generally, to “the way words combine
in a language to produce natural-sounding speech and writing”.

This concept is allowed to overlap with other types of
MWEs, like compounds (e.g., wheel chair), phrasal verbs (e.g,
to ask [somebody] out) or certain types of less figurative
idioms (fo open the door [for smth] “to allow [smth] to
happen”).
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modifier 3650 1.0 ohjet 10314 4.6

gravement 77 40.88| |paroxystne 774526
mortellement 20 28.95| apogée 824476
enfin 108 28.64/ |but 46242 85
Jarmals 243 2842/ |objectf 3734216
bientdt 65 2556/ [sommet 209 3925
rapidement 51 2345/ |maturité 713424
rareent 28 229 |mwveau 310 33.63
pas 671 21.78| |4ge 182 31.36
prescue 53 21.62||degré 1113003
facilement 312111 |perfection £5 29,46
efcore 121 199 litrte 133 29.39
péniblement 12 19.68| |stade 652747
finalement 20 1936/ |mlliard 60 27.23
déja 87 18.12] |cible 62 26,81
patfois 28 17.86/ |masarmum 652645
grigvement 8 17.78| seul 59 26.07
profondément 18 1673 | patient 632603
directement 23 16,63 |plénitude 26 2346
plus 162 16.46| metre 692317
ne 470 16.22| | sumtmm 13 231
désormais 23 1549 |personne 294 2279
maintenant 34 15.38| |vitesse 65 22.28
airst &0 15.2| hauteur 512226
méme 73 1498/ |million 65 21.58
pres 19 14.61| |todlichen 521.36

Fig. 1. The Sketch Engine [5]: Sample (partial) output, showing collocates
for the French verb atteindre, “to reach, to attain”.

The boundaries between the different kinds of MWEs
are known to be particularly difficult to be drawn, as they
are rather fuzzy [12]. From a practical point of view, all
MWEs pose similar processing problems, regardless of any
finer-grained classification. We will henceforth refer to the
output of our system as to collocations (or collocation can-
didates), without making further, more elaborate distinctions.

As the Sketch Engine [5], our system outputs collocation
candidates grouped by types (which conflate all the instances
of a specific word combination detected in the corpus), parti-
tioned into syntactically homogeneous classes, and ranked in
the reverse order of the association strength. Thus, the user
may easily consult a manageable amount of contextual data,
consisting of the most relevant collocates. The data presented
are organised and, to a certain extent, free of redundancy.!

Figure 2 shows some results obtained from a French corpus
by using FipsCo. These results were filtered by the user so
that they contain collocations for the sought word (in this
case, the verb atteindre, “to reach, to attain”) in a specific
syntactic configuration; the configuration retained here was
verb-object. According to the association measure applied, the
noun the most collocationally related to this word is objectif

LAll the corpus instances (tokens) of a same word combination are grouped
under a single entry, the corresponding collocation type.
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(“objective”). It was detected 271 times in the source corpus,
and it is indeed a good collocate candidate, as one might
easily agree that atteindre un objectif (“to reach a goal”) is a
collocation in French.

The concordancer displays its 100th instance in the corpus,
which, as can be seen, involves a rather complex syntactic
context: the order of the items in the collocation is inverted,
the items are inflected and not in the base word form,
and there is additional material inserted in between. Due
to a grammatical transformation (passivization), the original
verb-object combination is realized, at the surface level, as
a subject-verb combination. The identification of these type
of complex cases, which are particularly difficult to handle by
pattern-based shallow parsers, is possible in our system thanks
to the deep analysis provided by the parser (cf. Section III).

Among the other combinations shown in Figure 2, one
might find several other MWEs with the verb atteindre. The
tool also presents the automatically retrieved translation of the
context in another language, if parallel corpora are available. In
a translation environment, such corpora are typically available
from translation archives. Thus, when working on a new
document, translators have the possibility to see how a given
expression has previous been translated in various contexts.

Figure 2 also shows the buttons Validate, used for manually
validating the automatically extracted results, and Translate,
used for automatically detecting a translation for the selected
collocations. The Filter button opens the interface in Figure
3, through which the user can control which corpus results to
display.

FipsCo is freely available for research as an offline tool
for Windows (cf. Section IV). One of the latest developments
concerned the creation of a lighter-weight online version,
which has already been made available to the public. A
more detailed description of FipsCo and its Web version,
FipsCoWeb, is provided in Section IV.

III. UNDERLYING RESOURCES AND METHODOLOGY

This section provides details about the resources used by
FipsCo and the method used to extract from text corpora the
most relevant collocates for a given word.

A. Resources

FipsCo was built as an extension of Fips, a multilingual
symbolic parser based on generative grammar concepts [13].
Fips can be characterised as a strong lexicalist, bottom-up, left-
to-right parser. Given a sentence, it builds a rich structural
representation combining a) the constituent structure; b) the
interpretation of constituents in terms of arguments; c) the
interpretation of elements like clitics, relative and interrogative
pronouns in terms of intra-sentential antecedents; and d) co-
indexation chains linking extraposed elements (e.g., fronted
NPs and wh elements) to their canonical positions.

According to the theoretical stipulations on which Fips
relies, some constituents of a sentence may move from their
canonical “deep” position to surface positions, due to various
grammatical transformations. For instance, in the case of
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|| atteindre but
||atteindre équilibre
|atteindre stade
||atteindre accord

|| atteindre résultat
||atteindre consensus
||atteindre compromis
||atteindre Age

|| atteindre limite
||atteindre objectif
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||atteindre montant

|| atteindre norme
||atteindre plafond
||atteindre résultat
||atteindre fédération

(_:cllomtions - Source:  di\corpusifriep-01-03-14.twt
atteindre objectif | |&normes prezsions. La pauvreté augmente partout dans le monde. Il est ez=zentiel que le =ommet A

Display Collocations

mondial de ' année prochaine arrive & renforcer les mesures qui garantiszent que le développement
=0it entrepriz de maniére durable et az=ure la protection des communautés existantes.

Le cinguieme programme d'action environnemental offre une protection contre les effets pervers de la
pollution atmosphérique. Son objectif a long terme ne sera pas atteint facilement ; c' est
pourguoi la Commission a décidé, avec raison, d' une approche graduelle fixant des
objectifs environnementaux intermédiaires pour I' année 2010.
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£galement les informations relatives aux combustibles nucléaires et en particulier les subventions v

| Enghsh v | | More...

In the ten years since Rio, targets have yet to be reached. The environment iz under enormous -~
pressure. Poverty is increasing throughout the globe. I iz vital that next year's world summit is :
zuccessful in strengthening measures which ensure that development is undertaken in a sustained
manner that protects existing communities.

Target: | dicorpuslen)

The Fifth Environmental Action Programme safeguards people from the adverse effects of air polution.
The Action Programme's long-term goal will not be attained easily; therefore the
Commission has rightly decided on a step-by-step approach setting out interim
environmental targets for the year 2010.

l.am glad that the report has been amended to include nuclear fuel and energy and financial as well as

| stteindre haut 4 ||economic analyses. It is essential that we include the tracking of nuclear fuel information, and in e

Language: :French ) \_' Crt: 1[:6 I of 771 ’ Open source file ] ’ Open target file
o G"’“'g"bw Details
Order: L Type:  Verb-Object Score: 2215.00 Rank: 1

() by frequency

Status: N llocation!
() alphabetically i Tiew coloeation
[ Filter ... ] [ Validate ... ] [ Translate ]

Fig. 2. FipsCo: Parallel concordancing interface, displaying filtered collocations for the French verb atteindre (“to reach, to attain”).

the French sentence shown in Figure 2, it is considered
that the noun objectif moved from its original position of
direct object into the surface position of subject due to a
passivisation transformation. The parser keeps track of this
movement by linking the (empty) object position of the verb
atteint to the extraposed noun, objectif. In the normalised
sentence representation it builds, the parser identifies this noun
as the “deep” direct object. Consequently, the combination
atteindre—objectif can successfully be identified from this
sentence as a verb-object collocation, as the parser helps
abstract away from the particular surface realization.

The parser is the most important resource on which syntactic
concordancers like FipsCo rely in order to filter out “noise”
and to return highly accurate extraction results.> However,
parsers are only available for a handful of languages. Fips,
in particular, relies on large resources (lexica and grammars)
whose construction is time-consuming.

Currently available for English, French, Spanish, Ital-
ian, Greek and German, Fips is actually conceived as a
generic parsing architecture, coupling a language-independent
parsing engine with language-specific extensions. The

2 An evaluation of FipsCo is presented in [14].

language-independent part implements the parsing algorithm,
based on three main types of operations: Project (assignment
of constituent structures to lexical entries), Merge (combina-
tion of adjacent constituents into larger structures), and Move
(creation of chains by linking surface positions of “moved”
constituents to their corresponding canonical positions).

The language-specific part of the Fips parser consists of
grammar rules of a given language and of a detailed lexicon
for that language. In the formalism used by Fips, the role
of most grammar rules is to specify the conditions under
which two adjacent constituents may be merged into a larger
constituent by a Merge operation. The construction of the
lexicon is supported by a morphological generation tool that
creates appropriate lexical entries corresponding to a specified
inflection paradigm (when applicable). Unlike other parsers,
Fips does not require POS-tagged data as input; the POS
is assigned to words during the analysis, based on lexical
information and on the parsing hypotheses.

Given the Fips architecture and the existing tools sup-
porting the creation of lexical resources, we believe that the
effort of extending Fips to a new language is comparable to
the combined effort of building POS-taggers and developing
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shallow parsers for the same language. Our recent work on
Romanian [15] confirmed that a Fips parser version that can be
satisfactorily be used for the purpose of collocation extraction
can be built in a reasonable amount of time, of the order of
several person-months.

B. Methodology

As mentioned in Section II, the extraction of collocations
from text corpora is done by using a hybrid extraction method,
which combines the syntactic information provided by the Fips
parser with existing statistical methods for detecting typical
lexical associations in corpora.’®

Thus, in the first step, collocation candidates are identi-
fied as combinations of lexical items in predefined syntactic
configurations (for instance, verb-object) from each sentence
of the corpus, by traversing the parse structures returned by
the parser. In the second step, the candidates obtained are
ranked according to their probability to constitute colloca-
tions, as computed with the log-likelihood ratio association
measure [16]. FipsCo actually implements a wide range of
other measures that the user can choose for ranking collocation
candidates; log-likelihood ratio is proposed by default as it is
a well-established measure for collocation extraction.

The output of FipsCo is a so-called significance list, in
which one finds at the top the candidates that are most likely to
actually constitute collocations. A cut-off point can be applied
by the user to the results, in order to retain only the candidates
with higher scores. Typically, a frequency threshold is also
employed to eliminate those combinations that only occur a
few times in the corpus. This is because statistical measures are
unreliable on low frequency data (f < 5). However, we opted
for keeping all the candidate data (no frequency threshold),
since relevant collocations may be found among combinations
occurring only a few times in the corpus. Besides, a threshold
can be applied by the user afterwards. The syntactic filter
applied on the otherwise huge candidate data helps our system
keep the statistical computation tractable. In the systems that
do not use parsed data, high frequency cut-offs are often
imposed only to reduce the amount of data to process.

IV. DETAILED DESCRIPTION OF FipsCo

FipsCo is implemented in Component Pascal under Black-
Box Component Builder IDE,* just as the syntactic parser
Fips, on which it relies. It makes an extensive use of the
SQL database query language in order to store the extraction
results, compute the collocation scores, filter the data that will
be displayed, etc.

The system has, in principle, a pipeline architecture, as
the typical execution flow follows the order in which the
main components of the system are described below. However,

31t is important to note that the method itself is not dependent on Fips or
any of the specific theoretical assumptions made by Fips, but it can be used
in conjunction with other parsers.

4BlackBox is developed by Oberon Microsystems (http://www.oberon.ch).
A characteristic of this development environment is the ease of editing
graphical user interfaces components, which turned into a big advantage for
our system, in which visualisation plays a major role.
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there are no restrictions to the order in which the various
components can be used, since the extracted and validated
results can be stored and accessed later for visualisation.

A. File Selection

The source corpus used in an extraction session is specified
by selecting the folder which contains the desired files and,
optionally, by applying an automatic or manual filter on its
content.

The automatic filter is based on:

o file location: inclusion or exclusion of the sub-folders;

exclusion of sub-folders having a specific name;

« file name: this might be required to contain a given string
of characters;

« file type: this must belong to a list of allowed types. The
system supports all the file formats that can be currently
imported by BlackBox, e.g., odc — Oberon document;
txt, htm, and html - text; rtf, doc — rich text
format; and ut £ — Unicode.

o file last modification date (from datel to date2; in the
last n days).

In addition, the selection can be further narrowed manually,
as the user may select or deselect items after the automatic
filter applies. For instance, it is possible to choose items (files
or folders) in the first level of the source folder with a mouse
click, or by using standard selection commands (check all;
uncheck all; invert selection).

B. Collocation Extraction

The collocation extractor is the main component of the
system. It iteratively processes all the files in the selection. The
number of files that can be processed is virtually unlimited.
The collocation candidates identified from the parse trees are
incrementally added to previous results until an extraction
session ends. They are stored either in a database or in a single
text file. As an option, they can also be stored file by file in
a folder whose structure mirrors the structure of the source
folder.

At the end of the extraction session, several processing
statistics are computed for the source corpus that are derived
from parsing information (e.g., the total number of tokens,
sentences, sentences with a complete parse). Then, the candi-
dates identified are ranked according to the chosen association
measure (by default, log-likelihood ratio [16]).

C. Filtering

This component selects the results to be displayed in the
concordancer, according to the parameters set by the user (see
Figure 3). The extracted collocations can be filtered according
to several criteria:

« syntactic type: the user can select one or more types
from a list that is automatically built from the database
containing the extracted collocations;

« collocation score: a range from scorel to score2;

5The user is not required to know the actual maximal values; the corre-
sponding fields can be left blank and these values will be retrieved by the
system.
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order: (%) score O frequency
Fig. 3. FipsCo: Interface for filtering collocations.

« corpus frequency: a range from freqgl to freqg?2;
« collocation keywords: the user can search for collocations
containing a specific word.

In addition, the user can specify the range of results to
display (from rankl to rank?2), according to the order given
by the collocation score or by the corpus frequency. The range
restrictions can be applied both to collocation types and to
collocation instances (tokens).

D. Concordancing

This component is responsible for the visualisation of
extraction results according to the selection made by the user.
The (filtered) list of collocations is displayed on the left hand-
side on the concordance interface, and can be ordered by score,
by frequency in the corpus, or alphabetically. On the right
hand-side, a text panel displays the context of the currently se-
lected collocation in the source document. The whole content
of the document is accessible, and is automatically scrolled
to the current collocation; this collocation and the sentence
in which it occurs are highlighted with different colors (cf.
Figure 2).

Each item in the list represents a collocation type; its
corresponding instances are read from the database when the
user clicks on it. The right panel automatically displays the
first instance, then the user has the possibility of navigating
through all the instances by using the standard browsing
arrows (<< - first, < - previous, > - next, >> -
last), or to skip to a given instance by entering its order
number.

The visualisation interface also displays information about
the rank of the currently selected collocation, its syntactic type,
its score, and its status relative to the parser’s lexicon (new
collocation, or collocation in lexicon). The user can easily

switch to a different source language in order to load the
collocations already extracted for that language, if these were
stored in the same database.

E. Complex Collocations

By treating already extracted collocations as single lexical
items, FipsCo is able to identify complex collocations that can
be seen as structures containing embedded collocations: for in-
stance, atteindre point culminant (“to be at the highest level”)
is a complex collocation of verb-object type, which contains
an embedded noun-adjective collocation, point culminant.

The detection of such complex collocation is particu-
larly useful when the resulting expression constitutes a non-
decomposable compound, or when it contains a nested com-
pound. In these cases, it is important to highlight the whole
expression rather than nonsensical sub-parts. For instance,
genetically modified organisms is a compound, and it will be
desirable to output it as a whole rather than only the sub-
part modified organisms. The expression second world war
is more compositional, as world war is a collocation on its
own. However, it is desirable to eliminate second war from
the extraction results, if it only occurs in the corpus in the
longer expression second world war .

Our method of detecting complex collocations is described
in [17] and [18]. FipsCo includes a concordancing interface
for displaying complex collocations, which is similar to the
standard interface shown in Figure 2.

F. Sentence Alignment

When parallel corpora are available, the target sentence
containing the counterpart of the source sentence can be
detected and displayed in the alignment interface below the
source sentence. The user selects the target language from a
list of languages and specifies the path of the target corpus
and the filename transformation rule needed to determine the
filename of the target document (i.e., of the translation) from
the filename of the source document. These rules assume
that the source folder and the target folder have the same
structure, and that the target filename can be obtained from
the source filename by replacing the prefix and/or the suffix
of the filename (which are assumed to be variable across lan-
guages), while keeping the middle part constant. For instance,
35.1.001E.txt can be obtained from 35.1.001F.txt
by replacing the suffix F with E.

Once the target file has been found, the sentence that is
likely to be the translation of the source sentence is identified
using an in-house sentence alignment method ([7], [9]). The
alignment component is operational both for binary colloca-
tions and for complex collocations.

G. Validation

This component provides functionalities that allow the user
to create and maintain a list of manually validated collocations
from the collocations visualised with the concordance and
the alignment interfaces. An entry contains basic information
about a collocation (such as the collocation keywords, lexeme
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2 Collocation Extraction, - Microsoft Internet Explorer
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Results:
hd
@ Dane Q Internet

Fig. 4. FipsCoWeb: Interface (screen capture).

indexes for the participating items, syntactic type, score and
corpus frequency). A monolingual entry may also contain the
source sentence of the currently visualised instance, which pro-
vides a naturally-occurring usage sample for the collocation.
A bilingual entry stores, in addition, the target sentence found
via alignment and the translation proposed for the collocation:
the translation can be manually retrieved by the user from the
target sentence.

Additional information related to the currently visualized
collocation instance is stored (namely, the name of the source
and target file, the file position of the collocation’s items in the
source and target files, and the file position of the source and
target sentences). Most of this information is automatically
filled in by the system. The entries in the list of collocations
validated in a session can be updated, deleted, or saved—
completely or in part—by the user in a monolingual and in a
bilingual database.

H. Translation

This component attempts to detect a translation equiva-
lent for the collocations visualised in the concordancer, by
scanning the existing translations and using a strategy briefly
described below.

First, a limited number of corpus sentences (50 in our
current experiments) in the source language is retrieved for
the source collocation, based on the corpus instances detected
during extraction. The alignment component is then used for
finding, for each source sentence, the corresponding target
sentence in the desired target language, for which a parallel
corpus is available.

The target mini-corpus thus obtained is parsed, and collo-
cations are extracted from it using the same method that was

applied to the source corpus. Finally, a process of collocation
matching takes place, which tries to find, among the extracted
collocations, the one that is likely to represent a translation
for the source collocation. The matching is performed by
applying a series of filters on the extracted pairs that gradually
reduce their number until a single item is retained, which
will be proposed as translation. An updated description of the
translation method can be found in [19].

V. ONLINE VERSION: FIPSCOWEB

FipsCoWeb, which is introduced for the first time in this
paper, is the online version of the FipsCo system. Its current
interface is shown in Figure 4. FipsCoWeb allows the user to
upload a file and to set the initial processing and visualization
parameters (e.g., association measure, cut-off score, frequency
threshold). After the processing is done on the server side, the
user is presented with the results, as shown in Figure 5. The
user has then the possibility to apply different parameters, to
apply a syntactic filter, and to see the actual occurrences of a
collocation by clicking on the corresponding link. The words
in the collocation will be presented in the sentence context,
and highlighted for readability (cf. Figure 6).

FipsCoWeb currently allows users to upload files containing
up to 0.5 million words. While this is a reasonable size for
online corpus exploration, the processing, which is performed
at an average of 200 tokens/second, might take a while to
complete. Depending on the file size, users might only be
able to see the results after a few minutes or a longer lapse
of time (typically, half an hour). For this reason, FipsCoWeb
gives users the possibility to enter the e-mail address at which
the link to results is sent when the server-side computation
is completed. Results are stored on the server and can be
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2 Collocation Extraction - Micresoft Internet Explorer

File Edit view Favorites Tools Help "
address | @7 hitp:ff129.194.18,239/Collac S| Be k>
-~
. .
Collocation extraction
Association measure (AN .I._Ug Likelihurud. Ralio v
AW score (rmin) ! 0o
Clceurrences (min): L 1
Syntactic type .Verh-Ohjem -
Show Z.types v
T
Results:
1358 types
Oce. Score Lexemel-prep-lexeme2  Syntactic type  Index? Index2
B, AB.24; draw_attention: Werb-Object;  111057383; 111005041
B, §£225 welcome: fact: Werb-Object;  111041941; 111015387
A, 3848 congratulate rappartear.  Verb-Object;  111002999; 111069241
7. 3611 takesstep: Werb-Object;  111038161; 111036745
4, 3443 play;role Werb-Object;  1110285851; 111032476
3, 3439 hear; speaker: Werb-Object;  111018898; 111035560
8, 3428 transport:: animal; Werb-Object;  111039673; 111004312
3, 3125 resalve;; contradiction Werb-Object;  111031884; 111010286
4, 2822 dozjob Werb-Object;  111057524; 111021608
7 2742 take; decision; Werb-Object;  111038161; 111011778
3, 289 cormbat: crirme; Werb-Object;  111009493; 111011005
3, 2h5 petarmn;: study: Werb-Object;  111027818; 111037213
4, 2401, have::opportunity Werb-Object;  111048865; 111025401
3, 2323 thank: rapporteur. Werb-Object;  111038707; 111059941
2, 2323 initiate::proceeding: Werb-Object;  111020768; 111029664
2, 2278 speed: timetahle: Werb-Object;  111046401; 111039087
3, 2257, watchifilm: Werb-Object;  111041713; 111015303
4, 21.41; create;area; Werb-Object;  111010937; 111004630
4. 214 receive; message: Werb-Object;  111031087; 111024220
2, 2118 SEMVEpUrpDSE; Werb-Object;  111034039; 111030289 w
ﬂj Done 4 Internet

Fig. 5.

consulted later, until users explicitly decide to clear them, by
clicking on the Close Session button. A feature that is currently
unavailable in the system, but can be easily implemented, is
the search for collocations with a given word.®

The Web version has been implemented in BlackBox (see
Section II), and the Web server itself’ runs as a BlackBox
program. This made the integration between the involved
software modules easier. However, since it runs as a unique
Windows process, it cannot be efficiently used for the parallel
processing of large files. A solution is currently being worked
on to circumvent this problem. Future work will focus on
implementing FipsCoWeb as a Web service.

VI. INTEGRATION IN THE NLP ENVIRONMENT OF LATL

LATL develops a range of NLP tools in several areas.
FipsCo (and its online version, FipsCoWeb) are not isolated

SNote that the online version does not aim to re-implement all the
functionalities of FipsCo.
703-WAF (Web-Application-Framework); http://03-software.de/

FipsCoWeb: Sample results (screen capture).

tools, but are part of a larger processing framework specifically
dealing with MWEs, from different practical perspectives.

As a matter of fact, the corpus-based study of words
and their collocates was not, in our case, a goal in itself.
The collocations that lexicographers manually validate are
entered into the lexical database of the parser Fips, and
are used to guide future analyses performed by Fips [20].
Their translations (either manually or automatically obtained)
are used to populate the bilingual lexicon of a rule-based
machine translation based on Fips. The collocations added in
the lexicon are further used in two applications of terminology
assistance, Twic and TwicPen [21], which look up the lexicon
and propose a translation for a given word that is compatible
with the grammatical context. If the selected word is part of
a MWE, these systems output the translation of the whole
MWE, rather than a translation for the word in isolation.
Work is under way to augment the MWE resources for all
the languages supported by the Fips parser.
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cooperation agrecment.

in the transport of anmals.

I, myself, fook several diplomatic steps, and was at pains to stress to both the President-n-Office of the Council, Ir Wichel, and 1r JTavier Solana that it 1
unacceptable for a country, which signed cooperation agreements with the Buropean Union on 29 Apnl 1957, to detain a Member of the European Parliament,
along with three other ETJ citizens and a Russian national, for a 14-day period, with total disregard for human rights and the obligations arising from the

He immediately offered to actin our defence, and informed us of the diplomatic steps that you had promptly fakesn.

Madam President, I would lilke to briefly draw attention to the case of one of our colleagues in Israel, Mr Bichara, whose parliamentary immunity has recently
been watved by the Knesset, a siep that was faken because Mr Bichara expressed his political wiews in public.

In the same way as we did then, we must now takee the lead in the work aimed at fading a further step forward
At the same time, the Cappato proposal fakes three sfeps to protect the consumer.
That iz, in fact, the final step which rapporteur Cappate should have fakes in order to put an excellent proposal before us.

WVarious associations, but above all mdividual citizens, have watched attentively to see what sfeps, if any, Parbarnent will jabe to prolibit mtolerable conditions

Fig. 6: FipsCoWeb: Collocation instances in context (screen capture).

VII. CONCLUSION

In this article, we provided an updated description of
FipsCo, a tool for extracting collocations (and multi-word
expressions more generally) from corpora, which has been
developed at LATL in the last several years. Since FipsCo
is based on parsing and offers multiple visualisation func-
tionalities, it can be seen as a tool for syntax-based corpus
exploration, or syntactic concordancing.

Also, we introduced FipsCoWeb, the online version of this
tool, recently developed and already functional. This version
can be used to upload a user’s own text corpus as a file and
to consult the retrieved collocations. The two tools are part of
a larger processing framework dedicated to MWEs, and are
being used to provide resources for the two main long-term
NLP projects pursued in our laboratory, namely, a multilingual
symbolic parser and a machine translation system based on it.
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