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Abstract—It is known that load-unaware channel selection in band where there are 23 non-overlapping channels with a
802.11 networks results in high interference, which can sigfi-  pandwidth of 20 MHz. If a channel is monitored for a duration
cantly reduce network throughput. In current implementati ons, of 50 milliseconds (ms) then the total time spent for the

the only way to determine traffic load on a channel is to N . .
measure the channel. Therefore, in order to find the channel monitoring process will equal 1150 ms (1.15 seconds), which

with the minimum load, all channels have to be measured, can significantly degrade the performance of the monitoring
which is costly and may cause unacceptable communication station in terms of both the throughput and delay. If the

interruptions between the Access Point (AP) and the statich monitoring station is the AP, then the effect of the monitgri
(STA). In this paper, we propose a learning based approach wibh becomes more significant.

seeks the channel with the minimum load by measuring only a .
limited number of channels. Our method uses Gaussian Proces ~ One way to reduce the overhead of the load measurement is

Regressing to accurately track the traffic load on each charel to decrease the measurement time. However, the confidence of
based on previous measured load. We confirm the performance each measurement is important parameter since a channel is
of ogrfappk:oalch ;S'”g experimental dgta, a:jnd 520"" thatk:he gg measured for only a limited time. IA[5], it was shown that the
used for the load measurement can be reduced more than . - :
compared to the case where all channels are monitored. measureme.nt duration must be sufficiently large for a aertai
level of confidence to be guaranteed.[lh [6], the authorsetud
I. INTRODUCTION the optimizatipn of the duratic_m qf algingle Iogd .megsuramen
. _ It was shown in[[7] that there is significant variation in chah
It is estimated that more than 60% of g|0ba| Internet trafnﬁ)ads reported by the same station at different timesi which
will be transmitted over IEEE 802.11 based Wireless Loc@ay have significant effect on the selection of the channel
Area Networks (WLANS) in 2018.[1], bringing high densitywith the minimum load. In[B], the authors proposed a channel
unstructured networks. Hence, industry efforts such as t§glection mechanism which takes into account the chanael lo
IEEE 802.11ac standard are focussed on very high throughpthout considering the cost of obtaining the load inforimat
Moreover the High-Efficiency WLAN (HEW) Study Groupl[2]  another approach to reducing the time spent on load mea-
is currently working on a new high-throughput amendme{,.ement is to monitor only a limited number of channels

named IEEE 802.11ax-2019 which aims to improve USgf oach measurement time instead of monitoring all channels
experience especially in dense deployment scenarios. tUnlgiqp, i the approach considered in this paper. Specificatly
such scenarios with high !nterfergnce Ieyels, identifythg propose a dynamic load acquisition algorithm which aims to
channel V\{'th t.he least trafﬁc load is cru-0|al. _determine the channel with the minimum traffic load without

In practical implementations, the traffic load on a parécul \e45uring all channels in the frequency band of interest. Ou
channel (i.e,, channel load) is measured using the Cleggorithm is based on the Gaussian Process Regression (GPR)
Channel Assessment (CCA) mechanism which can measytgnniquel[o], which is used to estimate the instantanemag |

the fraction of time in which the channel is busy or idle [3]of each channel by utilizing the previous load measurements
Acquisition of the channel load information has been stashda gased on the estimated load and the level of uncertaintyein th

ized with the IEEE 802.11k standafd [4], where measuremeRisimations, it constructs a set of channels to be measamed,

are performed with request/response frame exchangesfSpegy those channels are measured at each measurement time.

ically, by sending achannel load requesirame, an AP or \ve show that GPR-based load measurement works well for
STA can request another AP or STA to measure the l0ad @by cing the cost associated with channel monitoring.

a particular set of channels using CCA. Then, the statioh tha
measured the channels returns the channel busy fraction on
those channels by sendingchannel load reporframe. Il. SYSTEM MODEL

We note that CCA based load measurement may take
significant time since the monitoring station should hadt it We first describe our testbed to collect traffic load experi-
transmission/reception for the duration of the measurémementally. In our testbed, we use a Wi-Fi device as a measuring
To give an idea of how much time is needed to collect loastation equipped with a Broadcom 802.11n chipset. Although
information of each channel, we consider the 5 GHz frequentye card does not support 802.11k, it still enables us to nreas
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load using the CCA mechanism, and we examine the trafficet ¢; be the cost in terms of time consumed with Algorithm
load from thewireless driverof the device. We recall that CCA 1. Since all the channels are measured by Algorithm; 1

is a function which senses the wireless medium. The chanfiek M.

measurement period is denotéd We note thatl" depends  The cost of employing Algorithm 1 is non-negligible since
on the algorithm implemented on the device, and can ligequires the MS to monitor a large number of channels for a
modified by end-users. In practice, the channel measuremeah-negligible duration. We recall that the following apts

is performed in a discrete way. Specifically,is divided into are available to reduce the time spent for the measurement
mini-slots of fixed duration, which cannot be changed by engrocess: i) decreas&, and then the overall time spent for
users (i.e., depends on the card clock). The CCA mechanismonitoring all channels will be reduced as well. However,
returns a 1 if the channel is busy during that mini-slot anas we show in our experimental results given in Section
otherwise it returns a 0. Let(7) be the number of mini- 1V, channel selection with small values @ may result in
slots when the measurement duration is sef'toThen, the incorrect decisions, and the required confidence level naay n
fraction of busy time of a channel is determined by averagifg satisfied([5]; ii-) measure only a channel subset instéad o
the results obtained with(7") samples. AsI’ increases, the all channels.

number of samples (i.e., mini-slots) increase as well, &ied t In our work, we adopt the second solution, and consider

measurements become more accurate. that at mostK’ channels can be monitored at a measurement
request, wherd{ M. We defineC;(t) as the set of channels
A. An Exhaustive Algorithm monitored at measurement timewhere| C;(t) |= K for all
t. Recall that when all channels are measured as in Algorithm
Let C, = {C1,Cs,---,Cy} be the set of all avail- 1, the channel with the minimum load is guaranteed to be
able channels in the operating frequency band, &0J = selected. However, wheR channels are monitored, it is not
{Lt), La(t),--- ,Lm(t)} be the traffic load vector whereguaranteed to find the channel with the minimum traffic load.

Ly(t) represents the traffic load on channelwhen the Hence, it is important to determine the set of channels that
measurements starts at timeWe assume that each channeihould be monitored. Note that the instantaneous measured
is measured for a duration @f seconds. To gather the loaddata may be outdated at the time of channel selection due
information from all channels, Algorithm 1 is applied, whic to the fast variation of the load processes. By taking this in

is an exhaustive algorithm that measures all the availakiecount, in this work we adopt an estimation based solution
channels in the frequency band of interest. the determination of the set of channels, where we predict th
instantaneous average of the load process at each meastireme
time.

Algorithm 1: Exhaustive Load Measurement
« Step 1: The monitoring station (MS) receives the 1. CHANNEL LOAD ESTIMATION WITH GPR

measurement request for a duratiorﬂ_bseconds. The We employ GPR for channel load estimatidil [9]. GPR
. rsetgl;ezs.t VT/:ZnC?S; el\;rgrgt:rrt]stt?]eer ::222&2;@25_ is a popular learning method for predicting and tracking of
' . ) ' continuous processes, and it is widely used especially for
— Step 2.1: First, the MS halts its practical problems including global optimizatidn [10] reliess
transmission/reception, and measures the load Qpeqyling [[11], global positioning [L2] and estimation in
each channel i€, for 7' seconds using CCA. \ireless sensor networks [13]. Note that the foundation of
— Step 2.2: Then, the MS reports this information gpg js Bayesian inference, where the main idea is to choose
back to the AP. an a priori model and update this model with observed
« Step 3: Letki(¢) be the channel with the minimum  measurements. GPR is a suitable approach for the following

load at measurement tinte reasons; i-) GPR is a nonparametric regression model, and th
KE(£) = argmin Ln(t) current state of _the underlying process can b_(_e estimated usi
neCa only some previous measurement samples; ii-) GPR provides

a simple way to measure the uncertainty in the estimation for
any given set of channel load measurements. This is particu-

Let Ly: () be the load on channéf(¢) selected by Algo- larly important for systems where only limited measurement

rithm 1 at measurement time Then, the average channel loadlata exists. ; ii-) Note that the channel load process may be
using Algorithm 1 is given as, highly non-stationary. GPR can give estimations for theemir

state of the process using only the most recent measurement
results, and this is especially important for non-statigna
processes, since previous measurements may become dutdate
and may not give accurate information about the curreng stat

1 _ _ _ Recall that GPR aims to reconstruct the underlying function

Traffic load on a channel is caused by not only the transmissfadata ith limited d hich i is th ffic load

packets but also the transmission of other management amdocpackets W|.t ) imite ata, W '(.: In our case Is the traffic loa prcz_ces
(i.e., beacons, RTS/CTS, ACK packets). It is important to highlight that the performance of GPR tygh

t—1
1
Ly= lim - ZOLkI(T) (1)



depends on how smooth the underlying function is. From ourNote that an estimation cannot be done without some level
experimental data, we observe that the difference betwesuncertainty. The degree of uncertainty in the estimatbn
even two consecutive measurements can be very high, whthe current process highly depends on the previously gatdher
prevents us from obtaining a smooth function for GPR to workeasurement data and the dynamics of the process. For
well. In order to make the traffic load process smoother, westance, the uncertainty level in the estimation of theentr
employ a linear smoother which uses the moving average $&ate of the channel which was monitored recently is less tha
using the most recenty instantaneous load measurementghe channel which has not been measured for a long time.
Specifically, letD, (t) = (L%, 7,) denote the set of channelSimilar to the work in [[1D], we use, (¢) as the degree of
load measurements taken in channeht the beginning of the uncertainty in the estimation of the channel load. Weshav
measurement period, where Ly, = {Lg L5 ,..., L7 } two objectives; the first is to minimize the channel load. The
denotes the set of the averaged traffic load using the latestond is to measure each channel closely and to acquire as
w instantaneous channel load measurements at times;y much information about the current load levels of the chénne
{rh w2, . rv}, and7l < t, V7l € 1,0 € {1,2,...,w}. as possible so that the estimation variangg,), is minimized.
Next, we introduce our algorithm that aims to meet these two

¢ = argmax I, () = argmaxwn (t). @ objectives concurrently.

1<n<N 1<n<N

Here, we define thimstantaneous average load a channel A. Channel Selection Algorithm with GPR
atktlmet "’?IS _the sarr;ple a\r/leragle ofotfi)](a(jlatast(;weasur:em(e]cnts Here, we propose our algorithm that seleaischannels at
taken until timet, where the value epends on how fast every measurement time.
the measurement statistics change on the channel. We use GPR
to determineL,,(t) given D, (t) instead of simply averaging

the latestw measurements. Algorithm 2: Channel Load Measurement with GPR
The following lemma is similar to the one given in [10], o Step 1: The AP re_)ceives the latestload measurements.
and establishes that the information obtained by probing a  for €ach channel i€(z). Then, for each channgl the AP:
channel is equal to the variance of the estimate of the sfate o — Step 2.1: Calculates,,(t) andv,(t) according to
that channel. (®) and [6). The AP assigns a weight for each
Lemma 1:Given D,,(t),Vn = 1,..., N, finding the chan- channel as follows:
qel _that gives the besF information.at time s_fois equal to . Wi () = vn(t)Ln(t)
finding the channel which has the highest variance at that tim
slot, i.e., — Step 2.2: Sort§V,,(¢) in descending order.
. I . 3 — Step 2.3: Pick the firsk' channels in the set
B s n(t) = %?2%(”"( )- (3) denotedC;(t) .

« Step 3: Then, the AP requests the MS to monitor the
channels in sef;(t).

« Step 4: Letm(¢) be the current operating channel of the
AP when the load measurement is requested.

Let p(L,.(t)|t, D, (t)) be a posterior distribution of channel
n. According to GPR, a posterior distribution is Gaussiarhwit
mean L, (t) and variancev, (t). Specifically, the Gaussian
process is specified by the kernel functidn,(7i,77), that
describes the correlation of the load on chanmebetween k3(t) = argmin Ly, (1)
two measurements taken at times and 7. It is possible n€ci(t)
to choose any positive definite kernel function. Howevee, th  « Step 5: Ifm(t) # k5(t), the AP switches to channel
most widely used is the squared exponential, i.e., Gaussian  k3(¢), otherwise it continues operating on channsl).
kernel:

o 1 . _
kn (7, 7)) = exp [—5(7; - T,{)Q] . 4) Let Ly () be the load on channéf;(¢) selected by Algo-
rithm 2 at measurement tinte Then, the average channel load
Given D,,(t), L,(t) and variancev, (t) are determined as With Algorithm 2 is given as,
follows: =
L) = K (0K L, (5) Pa = i 5 D s @)
On (1) = En(t, 1) — KL (1)K Ky (1), (6)

Let ¢co be the cost in terms of time consumed for monitoring
whereK ,, is aw x w matrix composed of elements (3, 77) K channels with Algorithm 2, and, = T' x K.

for 1 <i,j <w andk,(t) is a vector with elements(7., )

for vr! € T,. Hence, the AP can easily predict the load
on each channel at time by using [$). Furthermore, the In this section, we provide the results of the impactlof
variancev, (t) is used to measure the level of uncertainty ion channel selection, and of the performance assessment of
the estimation. Algorithm 2 in terms ofLy, Lo, ¢; and ¢;. Our tests are

IV. SIMULATION RESULTS
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Fig. 1. Channel load measurements wiér= 10 ms. )
Fig. 2. Channel load measurements wheér= 50 andT" = 100 ms.

carried out at the AirtTies office for the 2.4 GHz band wher

there are 13 channels with 20 MHz bandwidth (il — 13). Fespecuvely. Hence, at point 9 the best channel with the min

imum load is channel 1 and not channel 13. Also, monitoring
each channel for an insufficient duration may cause frequent
channel switching, which brings additional costs in termis o
In this part, we investigate the possible effects of thicreased switching delay and frequent user disassogiatio
measurement duratiofi’ on the performance of a channeHence, it is important to monitor each channel for a duration
selection algorithm. For this, we have conducted variol@ge enough so that a sufficient number of sampl€¢g)), can
channel load measurements for different value§’oburing be obtained, and the average of the obtained samples gives
the measurements there were about 10 APs serving maggurate results.
than 50 people. The majority of the APs are of type AirTies Taking this into account, we repeat the experiment with
4420 with Broadcom 4717 chipsets where the IEEE 802.11arger values off". Figure 2 depicts the channel load gathered
standard is supported. whenT = 50 ms andl’ = 100 ms. Clearly, ag" increases the
The Broadcom 4717 chipsets do not support the rkad curves smoothens out and the non-stationarity level de
quest/response frames of 802.11k for measurements, hut tBeeases, thus, the problems associated with the nonstayio
are capable of using CCA which allows us to obtain th@ature of the load process can be mitigated. Next, we present
channel load information. the performance of Algorithm 2 using the load data gathered
In our first test, the CCA supporting AP monitors eacWhenT =100 ms.
channel for a duration of 10 ms to gather the load information
The measurements are performed in a consecutive cyé:ﬁc
manner where the AP first measures channel 1, then channéh this part, we present the results of the performance
2 up to channel 13 and then immediately starts over forassessment of GPR in reducing measurement cost. For this,
total of 50 samples per channel. Figure 1 shows the chanma&l apply Algorithm 2 and compare it with Algorithm 1 where
load measured whei = 10 ms. For clarity we only plot all channels are monitored at each measurement time. We also
the results for channel 1 channel 5 and channel 13 as wa@mpare Algorithm 2 with a benchmark algorithm which gives
observe that the other channels show similar charactevistithe estimation of the instantaneous average of a chanmgl loa
It can be observed that the variations in the traffic load By averaging the latest measurement samples.
high for all channels, which indicates that the load proéess Figure 3 depictsL; and L, which are the channel load
non-stationary whefI’ = 10 ms. The effect of this behavior averaged over 50 measurement points after Algorithm 1 and
of the load process leads to proneness for erroneous chamkigbrithm 2 are applied, respectively. For Algorithm 2, we
selection. For instance, in Figure 1 we have highlighteddam change K from K = 2 to K = 10, and setw = 2.
8. At this point if the AP monitors the spectrum for channeAlgorithm 1 always selects the channel with the minimum load
selection, it observes that the load on channel 1 and chanatekach point, and the average channel load is approximately
5 are equal to 0.77 whereas it is equal to 0.46 for chanr®eR163, i.e.,L; = 0.063. Clearly, asK increases, the average
13. Based on this information, the AP decides to operate estimated channel load using Algorithm 2, decreases since
channel 13. However, at the next sample point the load time accuracy of the estimation increases with GPR, as idrac
channel 1, channel 5 and channel 13 are 0.09, 0.66 and Ot&d load process well with larger values &f When K =7,

A. Effect of Measurement duratio®),

Performance of Algorithm 2
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we observe thatl, is approximately equal to 0.065. Thispaper, we assumed that Algorithm 2 takes into account only
means Algorithm 2 can achieve 96 of the performance of the uncertainty for channel selection. More efficient alions
Algorithm 1 by only monitoringk’ = 8 channels. On the othercan be developed by both considering the estimated load and
hand, the monitoring cost; is equal to13 x 100 = 1300 ms the uncertainty, which is our next direction.

whereasc, is equal to7 x 100 = 700 ms. Hence, approxi-
mately 54% of the cost can be reduced using Algorithm 2in S
this scenario. In Figure 3, the benchmark algorithm aclssiev«% Cisco, “The zettabyte era-trends and analysis,White Paper2014.
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