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Abstract—Full-body avatars are suggested to be beneficial for
communication in virtual environments, and consistency between
users’ voices and gestures is considered essential to ensure
communication quality. This paper propose extending the func-
tionality of a web-based VR platform to support the use of full-
body avatars and delegated avatar transforms synchronization to
WebRTC DataChannel to enhance the consistency between voices
and gestures. Finally, we conducted a preliminary validation to
confirm the consistency.

Index Terms—Metaverse, Real-time Communication, Web
User Interface

I. INTRODUCTION

’Metaverse’ is commonly defined as 3D virtual environ-
ments where interactions among users occur and are accessible
via computers or Virtual Reality (VR) devices, and it has found
utility across diverse areas, including education. We have
started developing an educational platform in metaverse based
on Mozilla Hubs, an open-source web-based VR platform [1].

’Avatar’ refers to a character that represents and is con-
trolled by a user in a virtual environment. Currently, Mozilla
Hubs only supports avatars having a simplified upper body
(Fig. 3a), which may reduce computation costs on the client
side, ensuring Mozilla Hubs’ high accessibility even on low-
end devices. On the other hand, it limits the conveyance of
non-verbal information through body gestures. We believed
that it is also essential for effective communication, and the
use of full-body avatars that possess complete body parts like
a real human (Fig. 3b) can compensate this function.

In fact, previous studies have shown how full-body avatars
benefit communication in virtual environments [2], [3]. Sim-
ilarly, full-body avatars can improve sense of presence [4],
which in turn play an important role in learning [5]. Following
these findings, we decided to integrate full-body avatars to the
Mozilla-Hubs-based platform we are developing.

In addition, Mozilla Hubs currently synchronizes avatar
transforms (changes in the position, orientation, or size of
an avatar’s bones) through WebSocket on a mesh network,
while we considered WebRTC DataChannel more suitable to
synchronize avatar transforms due to security concerns and
consistency between users’ voices and gestures. In this study,
we aimed to expand Mozilla Hubs’ implementation to enable
the use of full-body avatars and to have the full-body avatar
transforms synchronized by WebRTC DataChannel.

II. PROOF OF CONCEPT

A. Implementation

1) Accommodate Full-body Avatars in Mozilla Hubs: In
the original implementation in Mozilla Hubs, avatars are hard-
coded to contain limited bone names and hierarchy 1, and other
avatars with different skeletons, including full-body avatars,
are usually neither operable nor rendered properly. To address
this, we prepared a bone mapping function that maps the
bones by checking the similarity of their name with their
corresponding body parts (e.g. LowerArm.R is mapped to right
elbow). Then we implemented Cyclic Coordinate Descent
Inverse Kinematics [6] so that a full-body avatar can still
reflect its user’s poses naturally with limited inputs.

2) Synchronization of Full-body Avatar Transforms by We-
bRTC DataChannel: WebRTC (Web Real-Time Communi-
cation) 2 enables real-time data transmission between web
browsers without passing through a central server. WebRTC
DataChannel is capable of transmitting text or binary data, im-
plemented on top of UDP while remaining reliability similar to
TCP, and incorporating DTLS to encode the data transmission.

In our previous study [1], we introduced an alternative
WebRTC SFU solution into Mozilla Hubs to enhance its audio
transmission, and we also delegated the transmission of avatar
transforms to DataChannel. In this current study, we continued
to employ this delegation and extended it to encompass full-
body avatars for the following reasons.

Firstly, latency on the synchronization of voices and ges-
tures may cause inconsistency between verbal and non-verbal
cues, impacting the communication quality and effectiveness.
We argued that real-time alignment between verbal and non-
verbal cues with minimal latency should be prioritized, and
DataChannel holds the potential to address this concern.

Moreover, within the metaverse, avatar transforms can be
regarded as sensitive personal data, especially when using
full-body avatars which reproduce a user’s real body poses,
revealing more about the user’s identity [7]. Leveraging We-
bRTC DataChannel allows us to encode avatar transforms
transmission and avoid routing through central servers, thereby
enhancing higher security.

1https://github.com/MozillaReality/hubs-avatar-pipelines
2https://webrtc.org/
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Fig. 1: Validation Settings with Original Implementation.

Fig. 2: Validation Settings with Proposed Implementation.

B. Preliminary Validation in Data Transmission Latency

A preliminary validation was conducted to measure the
transmission latency between audio and avatar transforms
within both the original Mozilla Hubs architecture and our
proposed one. We hypothesized that our implementation brings
lower latency of avatar transforms from audio, resulting in
higher consistency between audio and avatar transforms.

One Apple MacBook serving as the Sender and one Win-
dows 10 Desktop Computer serving as the Observer, two
devices were connected to the same room on self-hosted
Mozilla Hubs (Fig.1 and 2). For 5 minutes, the Sender
repeatedly played a 3 second audio clip and synchronized
circular movements of its avatar’s left hand. The avatar’s left
hand positions were transmitted to the Observer, while the
audio clip was captured by the Sender’s microphone and also
transmitted. Timestamps were recorded whenever the Observer
received the audio or observed changes in the Sender’s avatar.

Subsequently, the transmission latency was calculated be-
tween avatar transforms and audio using the recorded times-
tamps, and found that avatar transforms were transmitted
faster than audio in both conditions (Fig. 4). In our proposed
implementation, the average latency was 257.64 ms (SD
= 16.10 ms), while in the original implementation, it was
184.04 ms (SD = 49.81 ms). This suggests that, compared
to the original implementation, our approach results in higher
dispersion between audio and avatar transforms due to either
slower audio transmission or faster synchronization of avatar
transforms. Further investigation is needed to clarify this.

Higher variation was also observed in latency in the original
implementation, as evident from the graph and the larger
standard deviation, indicating greater stability in our proposed
implementation, which can also contribute to higher consis-
tency between audio and avatar transforms.

Regarding the limitations of this validation, it is worth
noting that the avatar’s movement was triggered when the
audio clip was played, not precisely when the Sender started
the audio data transmission. This discrepancy might had
contributed to slower audio data arrivals at the Observer side.

Lastly, it is essential to acknowledge that this preliminary
validation involved only two devices in the same room. In
rooms accommodating more users, latency in both audio trans-
mission and avatar transforms synchronization may become
more obvious, allowing for more meaningful comparisons.

(a) Simplified avatar supported
by original implementation

(b) Full-body avatar used in
our proposed implementation

Fig. 3: Screenshots by the Observer during validation.

Fig. 4: Latency between audio and avatar transforms over time.

III. CONCLUSION

We extended the functionality of Mozilla Hubs to support
the use of full-body avatars and delegated full-body avatar
transforms synchronization to WebRTC DataChannel. The
result of a preliminary validation failed to demonstrate a
more accurate synchronization but indicated more consistent
time differentials between audio and avatar transforms in our
implementation. To gain a clearer understanding of the latency
improvement, further investigation is required under higher
client load, and we are also planning an usability assessment
for our implementation within an educational context.
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