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ABSTRACT

Despite the significant progress in speech recognition enabled by
deep neural networks, poor performance persists in some scenar-
ios. In this work, we focus on far-field speech recognition which
remains challenging due to high levels of noise and reverberation
in the captured speech signals. We propose to represent the stages
of acoustic processing including beamforming, feature extraction,
and acoustic modeling, as three components of a single unified com-
putational network. The parameters of a frequency-domain beam-
former are first estimated by a network based on features derived
from the microphone channels. These filter coefficients are then ap-
plied to the array signals to form an enhanced signal. Conventional
features are then extracted from this signal and passed to a second
network that performs acoustic modeling for classification. The pa-
rameters of both the beamforming and acoustic modeling networks
are trained jointly using back-propagation with a common cross-
entropy objective function. In experiments on the AMI meeting cor-
pus, we observed improvements by pre-training each sub-network
with a network-specific objective function before joint training of
both networks. The proposed method obtained a 3.2% absolute word
error rate reduction compared to a conventional pipeline of indepen-
dent processing stages.

Index Terms— microphone arrays, direction of arrival, filter-
and-sum beamforming, speech recognition, deep neural networks.

1. INTRODUCTION

The performance of ASR has been significantly improved in recent
years [1] mainly due to three reasons: 1) the use of highly expressive
acoustic models such as deep neural networks (DNN) and recurrent
neural networks (RNN), e.g. long short term memory (LSTM) [2],
that are able to handle large variations in speech data and directly
optimized for the ASR task; 2) the use of large amount of training
data that cover large variations of speech data; 3) the use of powerful
GPUs that make the training of big model on big data feasible. The
state-of-the-art ASR technology has achieved promising recognition
accuracy in a number of speech transcription and benchmark tasks,
however, far-field speech recognition remains an open challenge due
to low signal to noise ratio (SNR), large volume of reverberation,
and frequent overlapped speech, etc [3, 4, 5, 6].

The work reported here was carried out during the 2015 Jelinek Memo-
rial Summer Workshop on Speech and Language Technologies at the Univer-
sity of Washington, Seattle, and was supported by Johns Hopkins University
via NSF Grant No IIS 1005411, and gifts from Google, Microsoft Research,
Amazon, Mitsubishi Electric, and MERL. Hakan Erdogan was partially sup-
ported by TUBITAK BIDEB-2219 program. Xiong Xiao was fully supported
by the DSO funded project MAISON DSOCL14045, Singapore.

Beamforming is an indispensable front-end processing to im-
prove the robustness of ASR systems in multi-channel far-field sce-
narios (e.g., [7, 8, 9]), and recent distant talk ASR benchmark such
as the AMI meeting room transcription, CHiME and REVERB chal-
lenges also show the importance of beamforming in this scenario [3,
4, 10]. Although current beamforming techniques are able to im-
prove the performance of far-field ASR, the full potential of micro-
phone array processing has not yet been reached for several reasons.
First, current mainstream beamforming techniques are developed to
optimize signal level objective functions such as SNR [11] or acous-
tic likelihood [12], instead of directly maximizing speech recogni-
tion accuracy. Second, current techniques usually do not make use
of the vast quantity of microphone array signals that can be easily
collected from daily communication or by simulation.

To address the limitations of conventional beamforming meth-
ods, this paper proposes a learning-based deep beamforming net-
work, which uses neural networks to predict the complex-valued pa-
rameters of a frequency-domain beamformer. With multi-channel in-
puts, the beamforming network filters the multi-channel short-time
Fourier transform (STFT) of array signals to produce an enhanced
signal. The proposed network enjoys lower computational complex-
ity as compared to time domain methods using convolutional neural
networks (CNN) [13]. We train the network using simulated multi-
channel data from a given array geometry using all possible direction
of arrival (DOA) angles, and test its generalization performance on
AMI meeting corpus [3]. Furthermore, the beamforming network
can be concatenated with the acoustic model neural network to form
an integrated network that takes waveforms as input and produces
senone posteriors. Since the gradient of the cost function can be
back-propagated from the acoustic model network to the beamform-
ing network, the beamforming processing can be optimized for the
ASR task by using a large amount of multi-channel training data.

2. BEAMFORMING NETWORKS

2.1. System Overview

There may be many ways to deal with multi-channel inputs with neu-
ral networks. For example, a straightforward approach is to feed the
array signals to a big network and let it predict the senone posteriors
[14, 15]. However, such a network is too flexible to train parameters.
Instead, our approach follows the successful conventional architec-
ture using beamforming and ASR pipeline, and designs a computa-
tional network to reformulate the architecture with a deep network
framework, where a part of computational nodes (beamforming and
acoustic modeling) is learnable from training data.

The network structure we used in this paper is shown in Fig. 1.
We use a neural network to predict the beamforming weights from
the generalized cross correlation (GCC) [16] between microphones.



Fig. 1. Network structure of joint beamforming and acoustic model
training. Blocks in red are trained from data while blocks in black are
deterministic. Mean pooling means taking the mean of beamforming
weights over an utterance.
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The GCC encodes the time delay information between pairs of mi-
crophones and is essential for determining the steering vector of the
beamformer. The predicted beamforming weights are averaged over
an utterance (mean pooling) and then used to filter multi-channel
STFT coefficients of the input signals to produce single-channel
STFT coefficients. After that, conventional feature extraction steps
are applied, including 1) computing the power spectrum of the
beamformed complex spectrum; 2) Mel filtering; 3) logarithm dy-
namic range compression; 4) computing dynamic features, such as
delta and acceleration; 5) optional utterance level mean normaliza-
tion; 6) optional concatenation of 11 frames of consecutive features
to incorporate contextual information. The output of the feature
extraction pipeline is used for acoustic model training as usual.

While traditional methods can also estimate beamforming
weights from the GCC, the neural network based prediction of
beamforming weights has an important advantage, i.e. the predic-
tion of beamforming weights can now be optimized for the ASR
task, as gradients can flow from the acoustic model back to the
beamforming network. In the next sections, we will describe the
beamforming network in detail.

2.2. Per-frequency Beamforming

Let zt,f,m ∈ C be the complex-valued STFT of frequency bin f
for channel m at frame t. The filter-and-sum beamformer produces
a complex linear combination of the input STFTs of all channels
{zt,f,m|m = 1, · · · ,M} (M : number of microphones) as the en-
hanced signal r̂t,f , i.e.,

r̂t,f =

M∑
m=1

wf,mzt,f,m. (1)

where wf,m ∈ C is a filter coefficient, which is estimated by a DNN
in our proposed framework. wf,m is frame independent, and this as-
sumes that the room impulse response and speaker position are fixed
during t = 1, . . . , T . This is usually a reasonable assumption, but
the adaptive filter-and-sum beamformer (wf,m → wt,f,m) can po-
tentially be robust to changes in room impulse response and speaker
position during an utterance. After obtaining the beamformed signal
r̂t,f in the STFT domain, we extract typical features for ASR, such
as log Mel filterbanks.

2.3. Input of Beamforming Network

The objective of the beamforming network is to predict reliable
beamforming weights wf,m from reverberant and noisy multi-
channel input signals. To achieve this, it needs to have information
about the time delay between input channels, or equivalently the
phase difference in the frequency domain. Although such informa-
tion is contained in the raw signals, it is good to represent it in a way
that can be used by the beamforming network easily.

There are several representations that encode the time delay in-
formation. Motivated by the work in [17], we choose to use the
GCC. In [17], a feedforward neural network is used to predict the
DOA of a single source from GCC. It is reported in [17] that when
the network is trained with a large amount of simulated reverber-
ant and noisy data, it can outperform traditional DOA estimation
methods in real meeting room scenarios. Prediction of beamform-
ing weights is closely related to predicting DOA. For example, the
weights of the delay and sum beamformer (DSB) are completely de-
termined by the array geometry and DOA. If the information in the
GCC allows the network to predict the DOA reliably, it may also
be sufficient for predicting beamforming weights reliably. However,
there may be other options for input features of the beamforming
network, for example, the spatial covariance matrices of frequency
bins. The spatial covariance matrix not only contains time delay in-
formation, but also speech energy information, hence allowing the
beamforming network to be aware of the phone context being pro-
cessed. However, we will focus on using the GCC in this work.

The GCC features have a dimension of 588 and are computed
as follows. The array we considered here is a circular array with
8 microphones and 20cm diameter, i.e. the array used in the AMI
corpus [3]. For every 0.2s window, the GCC values between all 28
(C8

2 ) microphone pairs are computed using the GCC-PHAT algo-
rithm [16]. The overlap between two windows is 0.1s. For each
microphone pair, only the center 21 elements of GCC values that
contain the delay information up to +/- 10 signal samples are re-
tained as the rest of the elements are not useful for the task here.
This is because the maximum distance between any 2 microphones
in the array is 20cm, which corresponds to less than a 10 sample
delay at a sampling rate of 16 kHz and sound speed of 340m/s
(0.2m/340m/s*16000samples/s=9.41 samples). As the maximum
possible delay is less than 10 samples, it is not necessary to retain
the GCC values that encode delay information of more than 10 sam-
ples. Therefore, the total number of GCC values used as the features
for the beamforming network is 28 × 21 = 588. For more details
of GCC feature extraction, and examples of GCC features in various
DOA angles and environmental conditions, please refer to [17].

2.4. Output of Beamforming Network

For each input GCC feature vector, the beamforming network pre-
dicts a full set of beamforming weights wf,m for all frequency bins
and channels. The real-valued weight vector to be predicted has a



dimension of 4,112 and is computed as follows. We use an FFT
length of 512 and hence there are 257 frequency bins to cover 0Hz
to 8000Hz. For each frequency bin, there are 8 complex weights,
one for each microphone. As a conventional neural network is not
able to handle complex values directly, the real and imaginary parts
of each complex weight are predicted independently. Hence, the
number of real-valued weights to be predicted for each GCC vector
is 257 × 8 × 2 = 4112. To make the estimates more reliable, we
average the beamforming weights over an utterance, an operation
that is called mean pooling. As stated previously, it is also possible
to use time-dependent beamforming weights to track the change of
source direction and environment over time. This could be achieved
by simply not using mean pooling or by smoothing the beamform-
ing weights only in neighboring windows. However, mean pooling
is used in all experiments in this paper.

2.5. Structure of Beamforming and Acoustic Model Networks

The beamforming network can be either a feedforward DNN or RNN
such as an LSTM. In this study, we experimented with a feedforward
DNN with 2 hidden layers, each with 1,024 sigmoid hidden nodes.
As described previously, the input and output dimensions of the net-
work are 588 and 4,112, respectively.

Two types of acoustic model networks are used. For joint cross
entropy (CE) training of beamforming and acoustic model networks,
we use a feedforward DNN as the acoustic model which contains 6
hidden layers, each with 2,048 sigmoid hidden nodes. The input and
output dimensions are 1,320 and 3,968, respectively. To achieve bet-
ter ASR performance, we also train an LSTM-based acoustic model
using the features processed by the beamforming network. The rea-
son for using a feedforward DNN as the acoustic model is mainly
due to our implementation, not because of any limitation of the pro-
posed beamforming network. We will investigate the use of LSTMs
in both the beamforming and acoustic model networks in the future.

2.6. Training the Beamforming and Acoustic Model Networks

The network shown in Fig. 1 contains many hidden layers in addition
to deterministic processing steps. The dynamic range of the gradi-
ents in the acoustic model and beamforming networks may be very
different and their joint training may be slow and prone to falling
into local minima. In practice, we first train the two networks in se-
quence, and then train them jointly as illustrated in following steps:

1. Train the beamforming network from simulated data by min-
imizing the mean square error (MSE) between predicted and
optimal DSB weights.

2. Train the beamforming network from simulated data by min-
imizing the MSE between the predicted and clean log magni-
tude spectra.

3. Train the acoustic model network from ASR training data by
CE criterion using the features generated by beamforming
network from the second step.

4. Jointly train the beamforming and acoustic model networks
from ASR training data using the CE criterion.

In the first step, as simulated data is used to train the beamform-
ing network, the ground truth of the source DOA is known and so are
the optimal DSB weights. The beamforming network can be trained
to approximate the behavior of a DSB. This training step can be con-
sidered an initialization or pretraining of the beamforming network.
In the second step, the beamforming network is trained such that

Fig. 2. Illustration of predicted beamforming weights and the mean
pooling step.
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they are optimal in predicting the clean magnitude spectrum, which
is closer to the speech recognition task. In the third step, the acoustic
model network is trained using the beamformed features. In the last
step, the two networks are jointly trained with a large learning rate
such that the networks can jump out of local minima caused by the
previous steps and find a better set of weights.

3. EXPERIMENTS

3.1. Settings

We generated 90 hours of simulated reverberant and noisy training
data by convolving the 7,861 clean training utterances of the WSJ-
CAM0 [18] corpus with room impulse responses (RIRs) simulated
by the image method [19]. The T60 reverberation time is randomly
sampled from 0.1s to 1.0s. Additive noise from the REVERB Chal-
lenge corpus [5] is added to the training data at an SNR randomly
sampled from 0dB to 30dB.

The acoustic models are trained from the AMI corpus [3] multi-
ple distant microphone (MDM) scenario. There are 75 hours of data
in the training set and about 8 hours of data in the eval set. A trigram
language model trained from the word label of the 75 hours training
data is used for decoding.

For all beamforming (BF) experiments, the BF networks are
used to generate enhanced speech in either waveform or filterbank
features format, which is used to train the acoustic model from
scratch.

3.2. Predicted Beamforming Weights

Fig. 2 shows an example of beamforming weights for an utterance
predicted by the BF network. On the right of the figure is the 4,112-
dimensional weight vector for each of the 0.2s-long windows in the
utterance. It can be observed that the predicted weights are smooth
across frames most of the time. The discontinuity may be from non-
speech windows. The top of the figure shows the average beamform-
ing weights reshaped into a 257 × 16 matrix. The left 8 columns
show the real parts of the weights of the 8 channels, while the right



Table 1. WER (%) obtained by using beamforming networks on AMI meeting transcription task. “CMNspk” and “CMNutt” represents
speaker and utterance based mean normalization respectively.

Resynthesize wave? Feature Type GMM DNN (sMBR) LSTM (sMBR)

1 IHM - 35.4 25.5 -

2 SDM1 - 68.0 53.8 -

3 DSB Yes 60.8 47.9 -

4 Yes 60.2 47.2 -

5 Yes 58.4 45.7 -

6 Yes fbank (CMNspk) - 46.1 -

7 Yes fbank (CMNutt) - 45.3 -

8 No fbank (CMNutt) - 45.7 -

9 No fbank (CMNutt) - 44.7 42.2

10 DSB Yes fbank (CMNutt) - - 44.8

FeatureRow 

No.

Acoustic Models

-

MFCC 

(LDA+MLLT+fMLLR)

BF 

networks

Training of BF networks

-

-

-

1. MSE in BF parameter space + simulated data (90 hours)

2. Refine with MSE in log magnitude spectrum space + 

simulated data (3 hours)

3. Further refine with CE + AMI training data (75 hours)

Method

8 columns show imaginary parts. We can observe stable patterns in
the weight matrix.

3.3. ASR Results

The performance of the beamforming networks in terms of WER
is shown in Table 1. The DNN systems were built using the Kaldi
speech recognition toolkit [20], while the LSTM models were
trained using CNTK [21]. For comparison, the results of the individ-
ual headset microphone (IHM), single distant microphone (SDM),
and traditional DSB beamforming implemented in the BeamformIt
toolkit [22] are also shown. The DSB is used as the baseline here
(row 3). It is applied to entire meeting sessions without a voice
activity detector. The DSB reduces the WER from 53.8% of SDM1
to 47.9% by using 8 channels. This result shows the effectiveness of
beamforming in improving the performance of far-field ASR.

The BF network that are trained by only the first step in sec-
tion 2.6 (row 4) obtain comparable results to the DSB. This is rea-
sonable as in the first step of training, the BF network is trained to
approximate the DSB. It is worth noting that the BF network is ap-
plied to each segment (as defined by the AMI corpus, a few seconds
long on average) independently, while DSB is applied to entire au-
dio files with the delays updated every few hundred milliseconds. So
there is a minor difference between the two methods.

If the BF network is trained up to the second step (row 5), the
WER is reduced to 45.7% when the DNN acoustic model is used.
This is a significant improvement compared to training step 1 (row
4) and the DSB baseline (row 3). Until now the BF network has not
used the AMI corpus for training. This shows that the BF network
is able to generalize well to unseen room types and speakers if the
array geometry of the test data is the same as that of the simulated
training data.

So far the acoustic model uses MFCC features extracted from
enhanced waveforms and is adapted using fMLLR. The joint training
of AM and BF networks requires that the AM use features derived
from the complex spectrum produced by the BF network, rather than
from the resynthesized waveform. Hence, before the joint training, it
is necessary to determine the performance difference between using
MFCC features computed from enhanced waveforms and filterbank
features computed directly from enhanced complex spectra. We first
use filterbanks extracted from enhanced waveforms with speaker-
level mean normalization (row 6). Comparing row 6 to row 5, we
see a 0.4% increase in WER when switching from speaker adapted
MFCCs to filterbanks. Then, we switch from speaker-based mean
normalization to utterance-based mean normalization (row 7) and
obtain 0.8% reduction in WER. Finally, we compare two filterbank

features, one is extracted from enhanced waveforms (row 7), and the
other is computed directly from enhanced complex spectra (row 8).
The results show that the resynthesized waveforms perform slightly
better. This could be due to the overlap and sum (OLS) opera-
tion used in waveform resynthesis. The OLS operation may have
a smoothing effect that reduced processing variations.

The joint CE training of BF and AM networks using AMI data is
shown in row 9. After the joint training, the AM network is further
trained with sMBR training [23], while the BF network is frozen.
This is because our current implementation does not support sMBR
training of BF network yet. Results show that the CE fine tuning
of BF network (row 9) produces a further WER reduction of 1.0%
compared to the MSE training (row 8). This may be due to the fact
that the BF network is now fine-tuned on the AMI data itself. It
is worth noting that the BF network become more specific to the
AMI data after the fine tuning and their performance may degrade
for other corpora using the same array geometry. This is especially
true for AMI as there are only few DOA angles present in the data
from the 4-5 speakers, while in the simulated data, we used 360 DOA
angles. Hence, the BF network trained on simulated is expected to
work well for all DOA angles, while the BF network fine-tuned on
the AMI data may be good for DOA angles that exist in the AMI
training data, but worse for other DOA angles.

Finally, we also use the DSB and best BF network to generate fil-
terbank features for an LSTM-based acoustic model. The results are
shown in rows 10 and 9, respectively. It is observed that the LSTM
improves the performance in both cases, and that the improvement
of the BF network over the DSB is largely preserved.

4. CONCLUSIONS

We have investigated the feasibility of implementing beamforming
with neural networks, specifically, a feedforward network. We have
experimentally shown that BF networks are able to predict the real
and imaginary parts of beamforming weights reliably from the GCC
values. The predicted beamforming weights work well on unseen
AMI test data for far-field ASR. These results validate the possibil-
ity of using neural networks for implementing beamforming. As a
result, beamforming processing can now be trained together with the
acoustic model to optimize for ASR tasks. In the future, we will in-
vestigate other ways of implementing beamforming with neural net-
works, such as using spatial covariance matrices instead of the GCC
and more advanced network architectures like LSTMs. We will also
study the feasibility of universal network-based beamforming that is
independent of array geometry and the number of channels.
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