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Abstract—There are extensive studies investigating 
congestive heart failure (CHF) detection based on heart rate 
variability. Although a high level of accuracy has been achieved, 
its robustness under different conditions is not guaranteed. To 
improve the robustness, we applied sparse auto-encoder-based 
deep learning algorithm in CHF detection with RR intervals. A 
total data size of 30,592 (5-min RR interval) was obtained from 
72 healthy persons and 44 CHF patients. The deep learning 
algorithm first extracts unsupervised features using a sparse 
auto-encoder from raw RR intervals, then constructs a deep 
neural network model with various hidden nodes combinations. 
Results showed that the model achieved 72.41% accuracy. This 
demonstrated that RR intervals have potential in CHF detection 
but cannot fully reflect dynamic change in 24-h. 

I. INTRODUCTION 

As a common chronic cardiovascular syndrome, 
congestive heart failure (CHF) has attracted many researchers’ 
attention. CHF is linked to several complex problems, 
including end stage heart suffering [1], that cause chambers of 
the heart to fail. When symptoms suggest CHF, the diagnosis 
is usually confirmed by physical examination, patient history 
and various tests to detect abnormal function of the left 
ventricle and/or heart valves [2]. This diagnosis process often 
results in time delay and high costs.  

Electrocardiogram (ECG) is a commonly used 
physiological signal in monitoring cardiovascular condition, 
as it’s non-invasive, portable and easy to use. ECG shows both 
heart rate and rhythm (steady or irregular) [1].  

For CHF detection, many researchers focused on ECG 
analysis, including QRS waves [3], QT intervals [4], RR 
variability [5], and so on. RR interval is one of the important 
components of ECG and has attracted great attention as its 
variability has great potential in CHF prognosis [5]. This 
variability is either described by RR variability (i.e. variation 
of RR intervals) or heart rate variability (HRV). HRV based 
CHF detection has achieved over 95% accuracy with 
linear/non-linear measures of short-term (5-min)/long-term 
(24-h) RR intervals data [5]. However, due to its sensitivity 
along with clinical condition changes [2], the robustness of the 
HRV-based approaches is still an issue to be addressed. In our 
previous work [5], we proposed dynamic HRV to describe 
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dynamic fluctuation of HRV in 24 hours. The analysis 
revealed that HRV is dynamically changed along with 
conditions, in accordance with RR intervals fluctuation.  Thus, 
it is necessary to improve the robustness of CHF detection 
with RR intervals data.  

Although there is a guideline [6], manual error and 
characteristic preprocessing of data are still used. 
Furthermore, all these former CHF detection methods with 
HRV are supervised learning. This may require a large amount 
of labelled data. In this paper we propose to construct an 
automatic CHF detection without manual extraction and 
supervision. This process is based on a sparse auto-encoder 
(SAE)-based deep learning (DL) algorithm. 

 Deep learning has been applied using unsupervised 
features [7] and achieved remarkable results in many fields 
like image recognition [8]. In this work, SAE was applied to 
learn features automatically from raw unsupervised RR 
intervals data. Then a deep learning neural network was 
trained to construct a model to discriminate CHF. In order to 
improve the neural network performance, various hidden 
nodes were searched in proportion to input data length.  The 
features in our algorithm are constructed to reflect as much 
fluctuations in RR intervals.  

This work contributes to CHF detection model 
construction based on SAE-based DL algorithm. It analyses 
potential mechanism behind between dynamically changed 
RR intervals. We intend to achieve an automatic method for 
CHF detection. 

The organization of this paper is as follows: in Section II, 
procedure of model construction of SAE based DL is 
introduced. The analysis results as well as potential 
physiological mechanism are discussed in Section III. Finally, 
Section IV provides the conclusion. 

II. METHODS 

A. Data 

In our work, we applied 116 subjects’ RR interval data 
from PhysioNet [9,10]. All subjects provided informed written 
consent. The study was approved by the institutional Review 
Boards of Beth Israel Deaconess Medical Center (Boston, 
MA) and the Massachusetts Institute of Technology 
(Cambridge, MA). We downloaded the 24-h RR interval data 
of 72 healthy persons and 44 CHF patients. The healthy 
person data came from two databases: the MIT/BIH Normal 
Sinus Rhythm Database and the Normal Sinus Rhythm RR 
Interval Database [9]. The data of the CHF patients came from 
the Congestive Heart Failure RR Interval Database and 
BIDMC Congestive Heart Failure Database [10]. The data 
were manually reviewed and corrected by experts. 
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B. Deep Learning based CHF detection algorithm 

In this work, we applied sparse auto-encoder-based deep 
learning (SAE-based DL) algorithm for CHF detection 
(shown in Fig.1).  

Sparse auto encoder is a neural network that can learn 
automatically sparse features from data by minimizing 
reconstruction error [12]. As one of many famous 
unsupervised feature learning methods, SAE combines with 
DL to realize its effectiveness. The aim of this process is to 
reconstruct input data at the output layer by a sparse penalty 
term β [13].  

Detailed steps of our algorithm are below: 

1. Unsupervised feature automatically learning with SAE 

Denote input data as RR ൌ ሼݎݎሺ݅ሻሽ, ݅ ൌ 1,… ,ܰ, ሺ݅ሻݎݎ ∈
ܴெ. Here N is data sample number of one class, and M is data 
samples length. First, we input this unlabeled data set into 
SAE for automatic feature learning to constrain features. At 
hidden layer l, the feature was expressed as ܨሺrrሺiሻ,W, bሻ, i ൌ
1,… , N , where W denotes the weights between two 
neighboring layers and b is the bias. This means that the 
required feature was controlled by input and connection 
parameters (W, b).  

The unlabelled segment data RR are first used to train 
unsupervised features automatically with SAE through the 
following steps: 

1) Set up the sparsity penalty term as 3, decay parameter 
as 10ିସ and desired average activation of the hidden 
units as 0.1, and initialize connections W and b 
randomly close to 0. 

2) Use batch gradient descent to train the neural 
network in the forward propagation algorithm to 
compute the sparse cost function of each iteration of 
the layer as: 
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standard measuring function of the difference of the two 
distributions; λ is the weight decay parameter; s2 is the hidden 
neuron numbers in the hidden layer. 

3) Update the parameters W and b at each iteration of 
gradient descent updating: 

   ܹሺ݈ሻ ൌ ܹሺ݈ሻ െ ߙ
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CostሺW, bሻ                     (2) 
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Here α is the learning rate/step size, optimized by linear 
search optimizer; l is hidden layer (here is 1). 

4) Repeat step 2-4 for the second hidden layer for each 
iteration until iteration is done (set to 300); or we 
reached the minimum cost value. 

2. Deep neural network construction with DL 

The feature set F was extracted and fed into DL for 
classification. 

1) Select the values of the parameters (W, b) to initialize 
the DL neural network. 

2) Set up the training parameters, and conduct the 
forward propagation algorithm to construct CHF 
detection model based on softmax classifier. 

3) Compute the mean square error for the cost function 
of the DL using Eq. (1). 

4) Conduct the back-propagation algorithm to update 
the connections and fine-tune the entire network for 
each iteration until iteration is done (set to 300); or 
we reached the minimum cost value. 

Thus, a deep neural network was conducted for CHF 
classification. Finally, the test data set is used to verify the 
effectiveness of the presented SAE-based DL classifier. 
Classifier performance is assessed by  

ݕܿܽݎݑܿܿܣ ൌ
ேುାேಿ

ேುାேಿାேಷುାேಷಿ
                                     (4) 

where ்ܰ is defined as the number of true positive, ிܰே 
is the number of false negative, ிܰ is the number of false 
positive, and ்ܰே is the number of true negative. 

All above steps were done with different hidden node 
combination to find a suitable network construction. Here, we 
tested different hidden nodes combination in proportion with 
input length at range of [10, 200]. Train set and test set were 
randomly selected with ratio of 1:1. Performance of train set 
and test set were all verified to avoid over-training.  

 

 

 
Figure 1.  SAE-based DP structure. Each circle of hidden layers is a 
hidden node; input layer is learnt features with SAE. 



  

III. RESULTS AND DISCUSSION 

To construct SAE-based deep learning neural network in 
CHF detection, we downloaded 116 24-h RR interval records. 
In our work, a neural network was built with hidden node 
optimization.  

Before model construction, all the 24-h data were 
preprocessed: 

1) deleting the first and the last interval; 

2) excluding RR intervals longer than 3 seconds [11]; 

3) dividing 24-h data into multiple 5-min segments as a 
circle reflecting cardiovascular condition [2] and 
saved in sequence. 

The first two steps were in case of unstable measurement 
conditions and artificial error; the third step was preparing for 
CHF detection. After preprocessing, 30592 segments were 
accessed. After preprocessing,  all segments were interpolated 
into equal length (to biggest segment length 779) according to 
algorithm requirement. 

Then, 5-min RR intervals segments were applied for CHF 
detection which were reconstructed by SAE algorithm. This 
reconstructed feature learning happens automatically.   

Since the architecture of SAE-based DL, including the size 
and parameter setting, influences its performance, it is critical 
to carefully select hidden node numbers and layers. In this 
work, the hidden layer was chosen as two while hidden nodes 
of each layer were tested proportionally as shown in Table I. 
Classification results shown in Table I were around 72% 
among various hidden node combinations. The train and test 

accuracy was calculated as in Table I, which indicates that 
72.44% testing accuracy is achievable even without an explicit 
supervised feature detection stage. The result also shows the 
variation of testing conditions in a whole day influenced CHF 
detection. This is consistent with the existing research. In 
addition, the accuracy of the train and that of the test are very 
close, indicating that there is no over-training.  

Considering trade-off between classifier performance and 
algorithm effectiveness, a two-layer deep neural network with 
hidden nodes setting (200,50) was selected as optimal for this 
study. With this combination structure, the accuracy of train 
and test were 72.02% and 72.44%, respectively. Performance 
lost along with descent of nodes. It should be noted that 
considering the features are automatically extracted in an 
implicit way, the achieved accuracy is still acceptable.    

As many works have shown good results in CHF detection 
with HRV (described in Section I), RR intervals do maintain 
useful information for differentiating CHF patients. Though 
traditional algorithms based on RR interval measurement have 
been applied in CHF detection and achieved accuracy over 
90%, we noticed that differences existed while using 
long-term (24-h) HRV and short-term (5-min) HRV about its 
reliability [14]. To the best of our knowledge, there has not 
been any research which achieves stable CHF detection with 
only RR variability. This might demonstrate that RR 
variability is not quite stable as it is sensitive to test conditions, 
e.g., exercise condition, sleep condition, psychological status 
and so on [15]. Existing research development is mainly 
focused on feature extraction methods and statistical analysis 
[2]. Although these works did reveal potential linkages 
between disease risk and RR interval based features, it 

TABLE I.  PERFORMANCE OF TRAIN AND TEST WITH DIFFERENT HIDDEN NODES COMBINATION 

TABLE 1.1 

Hidden nodes of layer 1 200 200 200 200 200 200 150 150 150 150 

Hidden nodes of layer 2 200 150 100 50 30 10 150 100 50 30 

Train 

Accuracy (%) 72.36 72.21 72.48 72.02 72.45 71.27 72.18 71.98 72.58 72.05 

Sensitivity (%) 48.78 49.32 49.41 49.38 42.13 39.83 48.6 48.38 46.64 40.95 

Specificity (%) 85.72 85.18 85.55 84.84 89.62 89.07 85.53 85.35 87.27 89.66 

Test 

Accuracy (%) 72.07 72.49 72.21 72.44 72.45 71.27 72.13 71.95 72.37 71.39 

Sensitivity (%) 48.83 49.61 48.43 50.39 42.42 39.01 48.18 47.58 46.33 39.97 

Specificity (%) 85.24 85.44 85.68 84.93 89.45 89.54 85.69 85.75 87.12 89.97 

Table 1.2 

Hidden nodes of layer 1 150 100 100 100 100 50 50 50 30 30 

Hidden nodes of layer 2 10 100 50 30 10 50 30 10 30 10 

Train 

Accuracy (%) 71.18 72.16 71.8 72.79 71.22 72.22 71.7 71.41 70.65 71.37 

Sensitivity (%) 41.19 48.7 41.57 46.55 41.19 48.6 48.58 41.44 47.58 41.12 

Specificity (%) 88.16 85.44 88.92 87.66 89.38 85.6 84.8 88.37 83.72 88.51 

Test 

Accuracy (%) 71.03 72.41 72.43 72.23 71.28 72.86 72.4 71.23 71.47 71.26 

Sensitivity (%) 41.41 49.09 42.2 45.64 40.01 49.09 49.28 41.67 48.9 40.75 

Specificity (%) 87.81 85.62 89.57 87.29 89.52 86.33 85.49 87.97 84.25 88.53 



  

involves a high level of manual operation, which leads to 
potential human error and unstable results. Thus, there is an 
urgent need for a fully automated CHF detection method 
without manual feature extraction.  

In this paper, we applied SAE-based deep learning method 
into CHF detection. Essentially, features were extracted by the 
algorithm itself, also called auto-learning. All segments were 
trained to extract 50 features judged by Equation (1). These 50 
learnt features were inputted into a softmax classifier, which is 
based on a two-layer neural network.  

It has been reported that RR variability has potential in 
CHF detection, even prognosis. In our former work, we 
introduced dynamic measures of RR variability into CHF 
detection [5] and concluded that different conditions influence 
RR intervals classification performance, which might be one 
of the reasons that the detection accuracy in this study is 
difficult to improve further. There is no special technology 
recommended for optimal parameter selection. Thus, 
parameter setting selection will be the next task in the future to 
further improve the proposed approach. 

It is certain that RR intervals contain information about 
cardiovascular condition. Actually, when analyzing 
classification results of segments of each person, it showed 
that less than 30% segments of 90.28% (65/72) healthy 
persons has been classified as negative, and higher than 30% 
segments of 77.27% (34/44) CHF patients has classified as 
negative. This supports that RR intervals can be used as CHF 
detection indicator, but this is sensitive to test condition 
variations. In the future, deep analysis based on our method 
might help in home monitoring for early detection of CHF. 

IV. CONCLUSION 

In this paper, a two-layer deep neural network model was 
constructed for CHF detection based on SAE-based DL 
algorithm.  The results indicated that RR intervals have 
potential for CHF detection but is sensitive to body condition. 
Though the classification accuracy for the overall segments 
only reached 72.41%, further analysis demonstrated the 
efficiency of the proposed method and interpreted the 
rationality of the achieved classification results in CHF 
detection. This also demonstrated the dynamic change with 
body condition may not fully reflect by only analyzing 
short/long term RR variability. More analysis on RR intervals 
is needed. Thus, a dynamic assessment method is required for 
reliable CHF detection and prognosis. For future work, we 
will explore the dynamic analysis of the underlying 
mechanisms. 
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