arXiv:1601.03830v1 [cs.IT] 15 Jan 2016

Ultra-Reliable Cloud Mobile Computing with
Service Composition and Superposition Coding

Seyyed Mohammadreza Azimi and Osvaldo Simeone Onur Sahin Petar Popovski
CWCSPR, ECE Dept. InterDigital Aalborg University
New Jersey Institute of Technology London, UK Aalborg, Denmark

Newark, NJ Email: onur.sahin@interdigital.contmail: petarp@es.aau.dk

Email: {sa677, osvaldo.simeoh@nijit.edu

Abstract

An emerging requirement for 5G systems is the ability to mfewvireless ultra-reliable communication (URC) serviegth
close-to-full availability for cloud-based applicationrd&mong such applications, a prominent role is expected telaged by
mobile cloud computing (MCC), that is, by the offloading ofhgautationally intensive tasks from mobile devices to theudl
MCC allows battery-limited devices to run sophisticateglaations, such as for gaming or for the “tactile” intern€his paper
proposes to apply the framework of reliable service comjmosito the problem of optimal task offloading in MCC over fiagli
channels, with the aim of providing layered, or composab&yices at differentiated reliability levels. Inter-ayoptimization
problems, encompassing offloading decisions and commtioriceesources, are formulated and addressed by means afssive
convex approximation methods. The numerical results dsimate the energy savings that can be obtained by a jointeditm
of computing and communication resources, as well as thargdges of layered coding at the physical layer and the itrgfac
channel conditions on the offloading decisions.
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I. INTRODUCTION

An emerging requirement for 5G systems is the ability to fewireless ultra-reliable communication (URC) serviogth
close-to-full availability for cloud-based applicatio(eee, e.g.[]1]). Among such applications, a prominent imlexpected to
be played by mobile cloud computing (MCC), that is, by theaaftling of computionally intensive tasks from mobile desice
to the cloud [[2]. MCC allows battery-limited devices to ruophisticated applications, such as for video processibggcd
recognition, gaming, automatic translation and medicahiteoing, and can be an enabler of the “tactile” interriét, [[].
Well-known applications that are based on MCC include Gedglice Search and Apple Siri.

Existing solutions for the optimization of the offloadingci®ons for MCC generally abstract the contribution of the
underlying communication network by assuming reliableéginwith fixed achievable rates (see, e.d.] [2]] [5] and references
therein). More recently, it was recognized that there isnapartant interplay between the offloading decisions at figieation
layer and the operation of the underlying communicatiorwoeit, which can provide different trade-offs between ratel a
energy expenditure at the mobile devices. As a result, tteg-layer optimization of offloading decisions and comneation
network parameters, such as transmission powers, weriedtind[6], [7] and references therein, as well as[inh [B], [@]this
line of work, the focus is on the resource allocation of comination and computing functionalities, and a key assuompti
is the reliability of the communication links at the rategsified by current channel conditions and by the power afiona
Furthermore, the applications to be offloaded can be asstmnigel unsplittable as in[6] or splittable into constituenbsks
as in [8], [9].

The assumption of reliable communication is in practice $bong when communication takes place over wireless fading
channels, especially when latency constraints preventigieeof retransmission protocols to reduce the probabifityrior. In
light of this important motivation, this work aims at studgithe problem of joint optimization of offloading decisioasd
communication system’s parameters by accounting for thédd reliability of fading channels with given diversitegrees.

At the application layer, we postulate, as in][10] (see a9, fthat certain applications can be designed so as to ensur
service compositianthe application can be run at different levels of accuracyywality of experience, with higher levels
requiring a larger number of CPU cycles. For example, in geatlyecognition application based on video or image frames
the first service level may correspond to identification afigrous obstructions, the second to the recognition ofnteamkis,
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Figure 1: An example of a call graph in the class of map-redu@ications under study. Gray nodes correspond to tasks th
must be run at the mobile.

the third to the search of businesses of possible interést,Vée observe that the idea of service composition is ajread
implemented in scalable video coding and, more generallguiccessive refinement data compression. When coupled with
transmission with differentiated reliability levels orettommunication network, the approach will be referred toetiable
service compositioffLQ].

This paper proposes to apply the framework of reliable sersomposition to the problem of optimal task offloading in MC
over fading channels, with the aim of providing layered, omposable, services at differentiated reliability levéie focus
on a simple application call graph, exemplified in Fiy. 1, e¥his related to the popular “map-reduce” programming madel
which multiple parallel tasks operate between an input thak prepares the input (“map”) and an output task that cog®i
the outputs of the parallel tasks “reduce”). In MCC, each ohthe parallel task may be offloaded or not. The applicat®n i
designed, according to the service composition princigdethat running the first task,, along with input and output tasks,
ensures the basic level of service, while the execution ofessively more task¥,, T, ... allows a higher-accuracy outcome
to be obtained. As an example, the parallel tasks may carneisto the processing of different features to extract defiic
statistics in a detection application.

For communication, we consider and compare both time @diwig§i D) transmission and superposition coding (SC), where
the latter has been widely studied for the transmissionessice refinement compression layers| [11]. Inter-layeinupa-
tion problems, encompassing offloading decisions and camwation resources, are formulated and addressed by méans o
successive convex approximation methadds [12].

The paper is organized as follows. In Section I, first thetesysmodel is described and then optimization algorithms ove
both offloading decisions and communication parametersTdrand SC transmission are provided. Numerical results are
provided in Section Ill and the paper is concluded in Sectign

I[l. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, we define system model and problem fornadati

A. System Model

We focus on the optimization of offloading decisions and camivation parameters for a given mobile user, which can
communicate to a base station (BS) via a fading wirelessrmlaThe BS is in turn connected to a cloud processor. As
discussed, the application to be run at the mobile is charaetd by a set of processing tasks that could be run locally o
remotely at the cloud.

Call Graph: A call graph is used to describe the relationship betweenpeimg tasks (e.g.[[2]/]8]). In particular, in this
work, we focus on the class of “map-reduce”-type call graphsstrated in Fig[JL, which is characterized by input (i
task, to be run at the mobile; processing tad$ksfor i = 1, ...V, which may be offloaded; and an output task (“reduce”) to be
run at the mobile. As seen in Fig. 1, the directed edge betirgart task and tasK; is labeled by the sizé! in bits of the
data needed for task; to run; while the directed edge between each tislkand the output task is labeled by the numbfér
of bits produced by the task. Furthermore, each thsks labeled by the number of CPU cyclesrequired by its execution.
Note that, if taskT; is offloadedb! bits need to be transmitted in the uplink abfd bits should be received in the downlink
direction.

Reliable Service Composition:According to the principle of reliable service composit[daf] (see also[[4]), the output task
can provide services corresponding to different accuraayuality of experience levels depending on the number dfstds
from which it receives data. In particular, it is assumed tha tasks are ordered so that receiving frémallows to obtain a
minimal acceptable performance, which is referred to asi&eitevel 1 (SL(1)); processing the inputs frélh and T, yields



Figure 2: Example of a compound call hypergraph.

an enhanced performance, denoted as SL(2); and so on for sweset{T,, ..., T;} for i = 1,..., N, which yields a service
level SLE), with full quality obtained when the outputs of all task%4,..., Tx} are available at the output task. Note that
extensions in which more general nested subsets corredpdtifferent quality of experience metrics could be accordated

in the framework.

Reliable service composition requires that itie service level (SL) be obtained with probability;, with vy > ro > ... >
rn. For example, in order to ensure ultra-reliability, SL(1ayrbe provided with reliability;, = 99%, while a lower reliability
may be sufficient for higher service levels. We define alsopdtw@meters; = r;/r;_1, with 71 = r1, where7; measures the
probability that SL{) is realized given that SL( 1) is also attained. This follows from the definition of SLs, atiimply
that SL¢) can only be realized if SL(— 1) is.

Offloading: The offloading decisions are described by binary variableSpecifically, theith task can be either offloaded,
which is indicated by setting; = 1, or computed locally, indicated ds = 0. The set of offloaded tasks is represented/hy
e, T={ie{l,...,N}:I,=1}. If task T; is offloaded, a transmission powgy is allocated to send! bits in the uplink,
while PP is the allocated transmission power to séiit bits in the downlink direction. Rayleigh fading is used todeb
the communication channel between user and BS, with a diyeysder of d in both uplink and downlink. For the sake of
simplicity and concreteness, selection diversity is zeii to exploit the diversity. It is assumed that mobile hakmowledge
about the channel while the BS has full knowledge. Chanmethé uplink and downlink direction are independent of each
other. Furthermore, we lef" and f© be mobile and cloud computing frequencies, respectivalfzPU cycles per second.
We also denote a#); the power needed to compute locally at the mobile deviceallinthe application latency constraint
states that maximum allowed delay, including the time needcédmmunication and computing, 1s,,,. second.

Compound Hypergraph: To simplify the interpretation of the reliable service camsjion requirements, we now introduce
an alternative graphical representation that we refer tcoagpound hypergraph. While this is not necessary for whivis,
we believe it to be a useful way to visualize the reliabiliggquirements. To elaborate, given a call graph as in Fig. 1, a
compound call hypergraph can be constructed in order teesept the reliable service composition requirements d@afsl

o Set input node and edges between input task and tAslks in original call graph;

o Replicate the output task times, the first corresponding to SL(1), the second to SL(®2) so on. We refer to each
output node by the corresponding service level;

o Connect taskTl'; to the output nodes Sk) with ;7 =, ..., N via a directed hyperedge with headIi) and tail given by
the set{SL(i),SL(i + 1),...,SL(N)}. The hyperedge is labeled by the size of the output of Bsknamelys? .

Fig. 2 is an example of a compound call hypergraph. The hypptgformalism is useful to capture the fact that, if task
T, is offloaded,b? bits need to be received for all the connected SL output tasks
Time-division vs. superposition codingTwo transmission modes are considered for offloading, mamel

« Time-division (TD) transmission: Input bitsf for i € 7 on the uplink and output bits¢ for i € 7 on the downlink
are transmitted in separate time slots, each of duratiogtheh! and L9, respectively. More in detail, in a time slot of
durationZ’, the bits for all the offloaded tasks are encoded into diffecedewords of the same length that are summed,
i.e., superimposed, for transmission in the uplink. Theeardone for the downlink in a time-slot of duratidi’.

« Superposition coding (SC): Input bit§ for i € 7 on the uplink and output bits® for i € 7 on the downlink are
transmitted using superposition coding in two separate-siots of length’.” and L9, respectively. The BS in the uplink
and the mobile in the downlink decode in lexicographicalesrstarting from the bits corresponding to the lower index
by means successive interference cancellation.



B. Design Problem Formulation

We focus on the problem of minimizing the energy consumpébthe mobile subject to the mentioned maximum latency
constraint and reliability constraints, as well as powenstmints at the base station. The resulting optimizatimblem is
stated as:

minimize S (LPIL! + %PM)
subject to SN (L(L! + LO) + I+ (1}%})“) < Lmax
PLPLLIT) > V7, forieT

PP PO LY 1) > /i forieT (1)
PP < PPL forieT

PI>0,P°>0,LI>0,L9 >0

I; 6{0,1}

variables {I;, P/, PO, L! L9}

whereP! = (P}, ..., PL) andPC = (PP, ..., PQ) are the vectors of transmission powers in uplink and downdiinections,
respectively;I = (I1,..., I) is the vector collecting all the offloading decisions: and L$ are the uplink and downlink
transmission times, respectively, as introduced abovée Nat problem (1) applies to both TD and SC transmissioith, tive
only caveat that, with SC, we have the additional constrdiat L! = LY and LY = L© for all i = 1,..., N. The functions
p? (PO, LY, 1) andp!f (P!, LI, 1) represent the probabilities of success for the transnmissiothe uplink and in the downlink,
respectively, for the offloading of task;. These functions depend on whether the transmission tdkes pia TD or SC, as
further discussed below.

The objective function in (1) is the sum of transmission ggeat the user, which accounts for the offloaded tasks, anldeof t
local computing energy, for tasks that are run locally. Irinailar manner, the first constraint accounts for the lateoicipoth
transmission and computing. The following reliability straints in (1) are justified by the fact that the reliabild SL(z),
conditioned on SLi(— 1), is given by the product of the probabilities of successufolink and downlink transmissions. This is
because tasl’; € 7 is successfully offloaded as long as both uplink and dowrtliaksmissions are successful. The problem
formulation in (1) is obtained by imposing equal relialyiliequirements on uplink and downlink. A problem formulatieith
a more general balancing could be easily defined, but is ntitduconsidered here. Finally, the fourth constraint isgsa
power limit on the transmission of the BS, due to the powmitéd, rather than energy-limited, nature of BS transroissi

Problem (1) is a mixed integer program. To solve this prohlemperform an exhaustive search over the binary variatded
adopt the successive convex approximation method of [1@8ptonize over the remaining variables namél/, PC, L, L9}
for fixed offloading variables. This method is invoked sinas,further detailed below, for fixed offloading variablehgem
(1) is not convex. For instance, the objective function aflpem (1) is a non-convex bilinear function in the optimiaat
variables(P/, L]).

We now specialize problem (1) to TD and SC transmission.

1) Time Division TransmissionFor TD transmission, using outage capacity arguments, tbbapility of a successful
transmission for the uplink can be written as (see Appendix)

! d
I I 71 2L{';VI -1
pi (P Li, I;)=|1—|1—exp T TpT 2)
and analogously for the downlink by substituting the sugps "O” for "I”. In (2), ! stands for average signal-to-noise

ratio (SNR) of the uplink channel for a unitary transmit powiee., for P/ = 1. We define the downlink average SN’

in a similar way. The original problem (1) can be seen to be-cmmvex due to the bilinearity of the objective. Using the
successive convex approximation methodlin| [12], the oaigproblem (1) is solved as outlined in Table | by means of an
iterative procedure in which the current iterate is denatsd’ = {p!,19,1,19}, wheret is the iteration index. At each
iteration, the following strictly convex problem is solved



minimize S, < (pz (L =1f)+ T—Q'IHLZ-I A

P ) Us
(P = pl) + %|P5—pf|2)+<lf#PM>

subject to3"~ 1( (P4 L9) + le L a- {\1)111) < Lmax
o 3)
2 lfpfil +In(l1—(1=Fm)i)<0forieT
b()
%—Hn(l—(l—\/_) y<o0forieT
pO < pglfm forieT
pgzo PP >0,L! >0,L9 >0
variables {P!, PP, LI L9}

Note that all the constraints in the problem above are cardso, the second and third constraints are obtained fronplsi
algebraic manipulations from the corresponding conssam(1). In Table I, the step sizes are updatedds = \/(1 —e)f)
for ¢t > 0 with \° € (0,1] and® € (0,1). The algorithm in Table | is repeated until convergence ferg value ofl;. The
minimum value of the objective over all possible choicedofs taken as the final solution.

2) Superposition Coding TransmissioWith SC, the probability of success for uplink transmisse@m be written as (see
Appendix):

M ‘

_(oTTwT ,1)

pf(PiI, L', I;)=1 —[1—exp 4)

bl

VIPiI <2LIWI _1>Z j=it1 Y P

and analogously for the downlink. Note that here the traasion periodd.” and L do not depend on the taskas explained
above. As for TD, the reliability constraint can be expresas

134
2LTwT —1 1
'YIPiI N 1
j=it+1 ] In(1—(1—+/7;)d)

for the uplink and analogously for the downlink. Unlike TIhgse constraints are non-convex. However, they can beewidts
the difference of two convex functions, which may be deathveis explained in[12] in the successive convex approxonati
method by linearizing the negative term. This yields therapimate reliability function:

—~ <0 (5)

I
QT g _ 1
'YIPiI 1
I Z;‘V:Prl pz—(ln(l—(l—\/ﬁ)a))
WI(E] i1 (P — p]))

N I 1\ 0\ ?
Zj:i+1VIPj— In(1—(1—+/7)d)

—1

(6)

+ <0

where {p!} represents the previous iterate. Following Table I, theblerm to be solved at each iteration is then (3), with
LI = LT and LY = L as well as with the constraint above, and the correspondimmlink constraint, in lieu of the third
and fourth constraints in (3).

Table I: Successive convex approximation algorithm for TD

Initialization: Sett = 0, s’={p!, p?,1!,1l} feasible
A€ (0,1],  €(0,1)

Step 1) Ifs* satisfies a termination criterion: STO

Step 2) Compute(s*) as the solution of (3).

Step 3) Set™™ = s* + A'(3(s") — 7).

(S.4)t < t+1 and go to step 1.

U
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Figure 3: Mobile energy expenditure versus latency coimgti@r a single service levely(= 2 x 10° CPU cycles and
bl =b¢ = 1.4 x 10° bits).

IIl. NUMERICAL RESULTS

In this section, we provide some numerical examples basetheranalysis developed in the previous sections. We set
Py = 0.4 Watts; fy; = 10° CPU cycles/s (e.g., Apple iPhone 6 processor has maximuok cite of1.4 GHz); fo = 1010
CPU cycles/s (e.g., AMD FX-9590 has a clock rate of 5 Ghz)dvddth W/ = 1M Hz andW® = 1M Hz; and SNR levels
v =~49 =0dB.

We start by considering just the basic service level, narBélfl), in order to simplify the interpretation of the resu#tnd
to gain insight into the role of the diversity levélon the offloading decisions. The reliability of SL(1) is setry = 0.99.
Note that, given the presence of only one offloadable taskaf@® SC yield the same performance. Fig. 3 presents the mobile
energy versus latency constraiht, ., for different diversity orders. If the tolerable latencyl@w, then it is necessary to
offload the task to the cloud since local computing here takeandl.7 seconds. For diversity = 1, the energy required to
offload is outside the range shown in the Fig. 1. An increasgivarsity order provides more reliable communication hestw
mobile and cloud, and therefore the offload of the task candséopned with a lower energy expenditure. In particular, if
d = 3, then it is optimal to offload the task even for latencieséartipan 1.7 seconds. We emphasize that the discontinuity in
the curves is due to changes in the optimal offloading detisio

We now consider reliable service composition with two seevievels, namelyV = 2, accounting for both TD and SC
transmission modes. The reliability for the second levedestor, = 0.9 and the first is still;, = 0.99. The corresponding
mobile energy versus latency trade-offs are shown in FigndiFg. 5, respectively. Note that here computing both téséally
requires a latency of approximatedyé seconds. Considering first TD transmission, we observe ffgm4 that achieving low
latency requires tolerating a high energy cost by offloadiath tasks. When increasing the latency, the mobile hastivee
to first offload the task with higher computation cost, hefitst task, while the second task is run locally due to theelow
energy consumption. Fat = 2 and higher latencies, when the first task can be run locélbgéomes optimal to offload only
the second task; while, when the latency is large enougin tasks should be run locally. With a larger latency, instehd
solution (; = 1, Is = 0) turns out to be optimal over a larger range of latencies.

Comparing TD with SC, by observing Fig. 5, we note that SC &sah drastic energy reduction for offloading and hence
makes the decision to offload both tasks optimal for all leies up to3.6 seconds whem = 2, and for the entire range of
considered latencies wheh= 3.

IV. CONCLUDING REMARKS

In this paper, the mobile energy versus latency tradeoff exgored for mobile cloud computing applications over fadi
channels by accounting for the principle of reliable sezvievel composition at the application layer. The aim of this
approach is providing layered, or composable, servicedft@rehtiated reliability levels. Inter-layer optimizah problems,
encompassing offloading decisions and communication resspwere formulated and addressed by means of succesaivexc
approximation methods. The numerical results demonstrtie energy savings that may be obtained by a joint allogaifo
computing and communication resources, as well as the gatyes of superposition coding at the physical layer andrtipact
of channel conditions on the offloading decisions.
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APPENDIX: CALCULATION OF THE PROBABILITIES OF SUCCESS
For TD transmission, assuming diversify= 1 and Rayleigh fading channel gaii’, the probability of success is the
complement of the outage probability, namely

PriL{Ww'log(1 + G'P/y") > bf] =

b1 ol

',I 7
2 LWl 4 2 Liw!l (7)
Pr{G! > —rpr— | =P | T

Generalizing, with a diversity ordel > 1 and selection diversity, we obtain
d

o
IwT
pL(PL LI L) =1 - pr(_%) , ®)

and similar calculations apply fgi (P°, LY, I).
For SC transmission, assuming fée 1, following similar arguments, we have
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Figure 5: Mobile energy expenditure versus latency coimgtfar a single service leveb{ = 2x10° CPU cyclesp, = 1.6 x10?
CPU cyclesp! = b9 = 1.4 x 10° bits andbl = b9 = 2.8 x 10° bits).



pl(P1, L1 1)

_ Il G'P/y! I

= Pr|LWlog, (1 +W> > ]
=Pr|G'Py’ > <2L15V1 - 1) (1+71G1 Yt Pfﬂ
vl

=Pr|G! > 21w —1

b1
I P— <2LIW’ —1> YL P

I
Ibi I
2"

exXp | — ol N
i
v P;i— (2 LIwl 1) ! Z?IZHJ P»;I

where all layers beyondare treated as noise in the decoding. With selection diyerge obtain the reliability function stated
in the text.
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