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Fitting an immersed submanifold to data via Sussmann’s orbit theorem

Joshua Hanson and Maxim Raginsky

Abstract— This paper describes an approach for fitting an
immersed submanifold of a finite-dimensional Euclidean space
to random samples. The reconstruction mapping from the
ambient space to the desired submanifold is implemented as
a composition of an encoder that maps each point to a tuple
of (positive or negative) times and a decoder given by a
composition of flows along finitely many vector fields starting
from a fixed initial point. The encoder supplies the times for
the flows. The encoder-decoder map is obtained by empirical
risk minimization, and a high-probability bound is given on
the excess risk relative to the minimum expected reconstruction
error over a given class of encoder-decoder maps. The proposed
approach makes fundamental use of Sussmann’s orbit theorem,
which guarantees that the image of the reconstruction map is
indeed contained in an immersed submanifold.

I. INTRODUCTION

The manifold learning problem can be stated as follows:

A point cloud in Rd is given, and we wish to construct a

smooth m-dimensional submanifold of Rd (where m < d)

to approximate this point cloud. This problem has received

a great deal of attention in the machine learning community,

where such representations can serve as intermediate objects

in multistage inference procedures, their lower dimensional-

ity conferring computational advantages when the ambient

dimension d is high. Most existing approaches [1]–[6] at-

tempt to construct a local description of the approximating

manifold via an atlas of charts, and an additional step is

needed to piece the charts together into a global description.

There have been several recent proposals for manifold

learning relying on deep neural nets [7]–[10], which are

currently the dominant modeling paradigm in machine learn-

ing. However, these approaches are also local in nature.

In this work, we propose an alternative global procedure

for fitting low-dimensional submanifolds to data via a deep

and fundamental result in differential geometry — namely,

Sussmann’s orbit theorem [11]. While we give the precise

statement of the orbit theorem in the next section, the

underlying idea is as follows: Given an arbitrary collection

F of smooth vector fields on a smooth finite-dimensional

manifold M , the orbit of F through a point ξ of M , i.e.,
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the set of all points attainable via successive forward and

backward finite-time motions along a finite number of vector

fields in F starting from ξ, has a natural structure of an

immersed submanifold of M . The Chow-Rashevskii theorem

[12], [13], which states that, if the Lie algebra of a collection

of vector fields evaluated at any point spans the tangent space

to M at that point, then the orbit is equal to the entire

manifold, i.e., the flow is transitive, is a corollary of this

result.

This suggests the following natural recipe for fitting an

immersed submanifold of Rd to a finite point cloud S =
{x1, . . . , xn} ⊂ Rd:

1) Fix a family F of smooth vector fields on Rd and a

family A of smooth functions from Rd into a finite

interval [T0, T1] containing 0.

2) Fix a positive integer m < d, which will serve as an

upper bound on the dimension of the submanifold.

3) Find m-tuples (f1, . . . , fm) ∈ Fm and (a1, . . . , am) ∈
Am and a starting point ξ in the convex hull of S to

minimize the average reconstruction error

1

n

n∑

i=1

|xi − eam(xi)fi ◦ · · · ◦ ea1(xi)f1ξ|,

where | · | denotes the Euclidean norm on Rd, and etf

denotes the flow map of f , i.e., the solution at time t
of the ODE ẋ = f(x) starting from x(0) = ξ.

This procedure produces an explicit encoder map from R
d

into [T0, T1]
m given by x 7→ (a1(x), . . . , am(x)) and an

explicit decoder map from the m-cube [T0, T1]
m into the

orbit of {f1, . . . , fm} through ξ given by (t1, . . . , tm) 7→
etmfm ◦ · · · ◦ et1f1ξ. Sussmann’s theorem then guarantees

that the decoder maps the cube [T0, T1]
m into an immersed

submanifold of Rd. Moreover, the reconstruction of a point

x as eam(x)fm ◦· · ·◦ea1(x)f1ξ is realized as a composition of

flow maps of m time-homogeneous ODEs starting from ξ,

where the duration and the direction (forward or backward)

of each flow is determined by the target point x.

In this work, we consider the statistical learning set-

ting, where the points of S are independent samples from

an unknown probability measure supported on a compact

subset of Rd. The encoders (a1, . . . , am), the vector fields

(f1, . . . , fm), and the starting point ξ are obtained by

minimizing the empirical risk on S, and we give a high-

probability bound on the excess risk relative to the best

expected reconstruction error. To accomplish this, we recruit

control-theoretic techniques to quantify how the reconstruc-

tion error propagates forward through a composition of flow

maps of vector fields. The bounds obtained from this analysis
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depend on the regularity conditions satisfied by the families

of encoders and vector fields.

Section II gives the necessary background on the orbit

theorem, describes in more detail the encoder-decoder archi-

tecture, and states the learning problem. Section III contains

the main result and some illustrative examples. Section IV is

devoted to the proof of the main result, and some concluding

remarks follow in Section V.

II. MODEL DESCRIPTION AND PROBLEM STATEMENT

To motivate the encoder-decoder architecture, we review

the setting and statement of Sussmann’s orbit theorem [11].

Let F be a family of smooth vector fields on a finite-

dimensional smooth manifold M . We assume that, for each

f ∈ F, the flow map etf : M → M is complete, i.e.,

defined for all times t ∈ R. Consider the group G(F) of

diffeomorphisms of M generated by all such flow maps, i.e.,

G(F) :=
{
etkfk ◦ · · · ◦ et2f2 ◦ et1f1 : k ∈ N,

t1, . . . , tk ∈ R, f1, . . . , fk ∈ F
}
.

We define the orbit of F through a point ξ ∈M as the set

Oξ = {g(ξ) : g ∈ G(F)} ⊆M.

The orbit theorem tells us that Oξ carries a canonical

topological structure:

Theorem 1 (Sussmann [11]). For each point ξ ∈ M , the

orbit Oξ is a connected immersed submanifold of M . The

tangent space to Oξ at the point x is the linear subspace of

TxM spanned by vectors g∗f(x), f ∈ F, g ∈ G(F), where

g∗f : M → TM is the pushforward of f by g.

One of the main applications of the orbit theorem is in

geometric control [14]. Let ẋ = f(x, u), x ∈ M , u ∈ U
be a smooth controlled system on M , where U is some

control set. Then one applies the orbit theorem to F =
{f(·, u) : M → TM : u ∈ U}. Notice that Oξ is in general

larger than the reachable set from ξ, because both forward-

and backward-in-time motions are permitted, whereas the

reachable set only allows forward motions.

For our purposes, though, Sussmann’s theorem provides a

natural recipe for constructing immersed submanifolds in a

global fashion, as opposed to a local description based on an

atlas of charts: Given an ambient manifold M , we choose

a finite family F̃ = {f1, . . . , fm} of vector fields on M , an

initial condition ξ ∈ M , and a finite interval [T0, T1] of the

real line containing 0, and then consider a map

[T0, T1]
m ∋ (t1, . . . , tm) 7→ etmfm ◦ · · · ◦ et2f2 ◦ et1f1ξ ∈M.

This map sends the m-cube [T0, T1]
m into a subset of the

orbit Oξ of F̃ through ξ, which is an immersed submanifold

of M by the orbit theorem. It should be emphasized, how-

ever, that the map (t1, . . . , tm) 7→ etmfm ◦. . . et1f1ξ is not an

immersion, unless the vectors f1(ξ), . . . , fm(ξ) are linearly

independent and the point (t1, . . . , tm) lies in a sufficiently

small neighborhood of 0 in Rm.

A. The encoder-decoder architecture

Inspired by this observation, we describe an encoder-

decoder architecture for unsupervised learning of immersed

submanifolds. Let A be a family of smooth maps a : M →
[T0, T1]. For example, A could be a collection of linear

maps, polynomials, neural nets, etc. (the precise definitions

of these families of course will depend on a particular

parameterization of M ). Then, for any a1, . . . , am ∈ A, the

product map

a := a1 × · · · × am : M → [T0, T1]
m

x 7→ a(x) = (a1(x), . . . , am(x)).

will be an encoder that “represents” a point x ∈ M
as a (possibly lower-dimensional) tuple of times a(x) =
(a1(x), . . . , am(x)) ∈ [T0, T1]

m.

Now let F be a family of vector fields f : M → TM , and

let ξ ∈M be a fixed initial condition. For example, F could

be a collection of constant vector fields, linear vector fields,

neural nets, a finite set of fixed vector fields, etc. (again these

families are defined in terms of a parameterization of M ).

Then any composition of flows of the form

g = gf ,ξ : [T0, T1]
m →M

t = (t1, . . . , tm) 7→ etf ξ := etmfm ◦ · · · ◦ et1f1ξ,
will be a decoder, which outputs the state obtained from

starting at ξ and iteratively flowing along each vector

field fj for duration tj , for j = 1, . . . ,m. Observe that

g(R, . . . ,R) ⊆ Oξ, i.e., the image of the decoder g is

(a subset of) the orbit of F̃ = {f1, . . . , fm} through ξ,

which is an immersed submanifold of M . We will refer

to the composition Ga,f ,ξ := gf ,ξ ◦ a : M → M as a

reconstruction map. The main idea here is that, by choosing

a ∈ Am, f ∈ Fm, and ξ ∈ M , we automatically choose

an immersed submanifold of M , namely the orbit Oξ of

{f1, . . . , fm} through ξ, and the reconstruction map Ga,f ,ξ

then allows us to map any point x ∈ M to a point x̂ =
Ga,f ,ξ(x) ∈ Oξ.

B. The learning problem and the basic excess risk bound

Now we proceed to formulate the learning problem. Con-

sider a probability measure µ that is compactly supported on

M = Rd, and a collection S of independent and identically

distributed samples X1, . . . , Xn ∼ µ. We denote the support

by K := supp(µ) ⊂ Rd. We would like to fit an immersed

submanifold of M to the data S.

Suppose we have some families A and F from which

the encoders a1, . . . , am and vector fields f1, . . . , fm will

be drawn, where m and [T0, T1] are fixed in advance; the

initial condition ξ will be drawn from K . We will denote by

G the set of all reconstruction maps Ga,f ,ξ : M → M . We

can then define the expected risk of G ∈ G,

Lµ(G) := Eµ[|X −G(X)|] =
∫

K

|x−G(x)|µ(dx),

as well as the minimum risk

L∗
µ(G) := inf

G∈G
Lµ(G).



The minimum risk measures in some sense the inherent

expressiveness of the model class G. Given µ, we can find

some G∗ ∈ G that (approximately) achieves L∗
µ(G). However,

µ is in general unknown, so we attempt to learn G∗ from S
by minimizing the empirical risk 1

n

∑n
i=1 |Xi−G(Xi)| over

G. Denote

Ĝ ∈ argmin
G∈G

1

n

n∑

i=1

|Xi −G(Xi)|.

Observe that the empirical risk is a random variable, because

the data X1, . . . , Xn are random. In practice, one attempts to

approximate Ĝ using a numerical optimization routine such

as gradient descent.

The generalization capacity of the model class G —

which represents, roughly speaking, how well models tend

to perform on data that are not seen during training but

are drawn from the same distribution — is captured by its

empirical Rademacher complexity

Rn(G) := E

[
sup
G∈G

1

n

n∑

i=1

εi|Xi −G(Xi)|
∣∣∣∣∣S
]
,

where ε1, . . . , εn are independent Rademacher random vari-

ables, i.e., P(εi = ±1) = 1
2 , that are independent of the

training data S. This quantity measures how well the model

class is capable of fitting random noise — if the Rademacher

complexity is large, then the learned model may generalize

poorly to unseen data, whereas if the Rademacher complexity

is small, then the model class is less able to exhibit high

variability and perhaps generalizes better. The following

excess risk bound is standard (see, e.g., [15]):

Theorem 2. Assume that |x−G(x)| is bounded between 0
and B <∞ for all x ∈ K,G ∈ G. Then the following excess

risk guarantee holds with probability at least 1− δ:

Lµ(Ĝ) ≤ L∗
µ(G) + 4ERn(G) +B

√
2 log(1δ )

n
.

The main objective of this work is to bound the Rademacher

complexity of the class G of encoder-decoder pairs with

architecture as described previously. One can expect that the

properties of and/or restrictions on the families A and F,

and the number of ‘layers’ m, will affect the Rademacher

complexity. Namely, if A and F are themselves very expres-

sive, then Rn(G) will tend to be larger, whereas if A and

F are simple, then Rn(G) will tend to be smaller, and we

wish to quantify this relationship. We will suppress absolute

constants (i.e., ones that do not depend on any parameters

of the problem) by writing a . b as a shorthand for a ≤ Cb
for some absolute constant C > 0.

III. MAIN RESULT AND EXAMPLES

We impose the following assumptions on A and F:

Assumption 1. A is equicontinuous on K .

Assumption 2. There exists a compact set K̃ ⊇ K , such

that etf ξ ∈ K̃ for all t ∈ [T0, T1]
m, f ∈ Fm, ξ ∈ K .

Moreover, F is uniformly bounded and equi-Lipschitz: there

exist finite constants L0, L, such that for every f ∈ F

• |f(x)| ≤ L0 for all x ∈ Rd

• |f(x)− f(y)| ≤ L|x− y| for all x, y ∈ Rd.

Remark 1. If F is uniformly bounded and equi-Lipschitz on

K̃ but not necessarily on Rd, we can always ensure global

boundedness and Lipschitz continuity by multiplying each

f ∈ F by a C∞ bump function ρ satisfying ρ(K̃) ≡ 1 and

ρ(Rd\K̄) ≡ 0 for some compact set K̄ containing K̃, so that

the flows etρf ξ are unaffected on K̃ provided that ξ ∈ K .

Assumption 2 suffices to guarantee the existence and unique-

ness of flow maps and the existence of a continuous com-

parison function

β : [0,∞)× R→ [0,∞)

such that for every f ∈ F and every ξ, ξ′ ∈ R
d, we have

• |etfξ − etfξ′| ≤ β(|ξ − ξ′|, t)
• β(r, 0) = r for each r ∈ [0,∞)
• β(0, t) = 0 for each t ∈ R

• r 7→ β(r, t) is monotonically increasing for each t ∈ R

The second and third conditions actually follow from the

first by setting t = 0 or ξ = ξ′, respectively, and the last one

follows from properties of ODEs given that the bound must

hold for all initial conditions and times. We will also assume

that β is right-differentiable at zero in the first argument,

which is without loss of generality due to the following

paragraph.

Assuming nothing more about F, we can form a worst-

case estimate of β. A standard argument using Grönwall’s

inequality [16] shows that if f is globally L-Lipschitz and

x, x′ are solutions to the following initial value problems

ẋ = f(x), x(s) = ξ

ẋ′ = f(x′), x′(s) = ξ′,

then we have

|x(t) − x′(t)| ≤ |ξ − ξ′|eL|t−s|.

Therefore β(r, t) = reL|t| is a suitable comparison function.

In fact, since every vector field in F is bounded in magni-

tude by L0, β(r, t) = min{reL|t|, r + 2L0|t|} also works.

However, it may be possible to improve upon this estimate

depending on other properties of F. This is explored further

in the examples at the end of this section.

We will equip the sets A
∣∣
K

and F
∣∣
K̃

with the correspond-

ing C0 metrics, i.e., for the restrictions of a, a′ ∈ A and

f, f ′ ∈ F to K and K̃ respectively, we let

‖a− a′‖C0 := max
x∈K
|a(x)− a′(x)|

and

‖f − f ′‖C0 := max
x∈K̃
|f(x)− f ′(x)|.

The set K will be equipped with the usual Euclidean (ℓ2)
metric. For any metric space (Θ, d), we will use the notation

N(Θ, d, δ) for its covering numbers.



Before stating our main result on the Rademacher com-

plexity of G, we introduce some additional notation:

• D := max
x,x′∈K̃

|x − x′| is the Euclidean diameter of K̃,

also giving the constant B in Theorem 2;

• for j = 0, 1, 2, . . ., the functions β̄j : [0,∞) → [0,∞)
are defined by

β̄0(r) := r, (1a)

β̄1(r) := max
t∈[T0,T1]

β(r, t), (1b)

β̄j+1(r) := β̄(β̄j(r)), j = 1, 2, . . . ; (1c)

since r 7→ β(r, t) is continuous and monotone increas-

ing in r for each t, the functions r 7→ β̄j(r) are lower

semicontinuous and monotone increasing;

• given the comparison function β, we define

B̄ := max
t∈[T0,T1]

∣∣∣∣∣

∫ t

0

∂+β

∂r
(0, t− s) ds

∣∣∣∣∣ , (2)

where
∂+β
∂r (·, t) denotes the right partial derivative of β

with respect to r;

• for an arbitrary δ ≥ 0, let ρ1(δ), ρ2(δ), ρ3(δ) be the

largest nonnegative solutions δ1, δ2, δ3 to

δ ≥
m−1∑

j=0

β̄j(L0B̄δ1) (3a)

δ ≥
m−1∑

j=0

β̄j(B̄δ2) (3b)

δ ≥ β̄m(δ3) (3c)

respectively (these solutions exist due to monotonicity

and lower semicontinuity of r 7→ β̄j(r)).

Theorem 3. The Rademacher complexity (conditioned on

the data S) of the class of reconstruction maps G satisfies

the following bound:

Rn(G) .
1√
n
inf

{∫ D

0

(
m logN(A

∣∣
K
, ‖ · ‖C0, ρ1(γ1δ))

+m logN(F
∣∣
K̃
, ‖ · ‖C0, ρ2(γ2δ))

+ logN(K, | · |, ρ3(γ3δ))
)1/2

dδ

}
, (4)

where the infimum is over all γ1, γ2, γ3 > 0 satisfying γ1 +
γ2 + γ3 = 1.

Theorem 3 gives a general recipe for upper-bounding the

Rademacher complexity of G, and we can instantiate the

bounds in some specific cases. To that end, we first assume

that both A and F admit finite-dimensional parametrizations,

i.e., there exist positive integers p, q and positive real con-

stants CA,K and C
F,K̃ , such that

N(A|K , ‖ · ‖C0, δ) .

(
CA,K

δ

)p

,

N(F|K̃ , ‖ · ‖C0, δ) .

(
C

F,K̃

δ

)q

.

This would be the case if, for instance, the elements of F

are of the form x 7→ f(x; θ), where the vector of parameters

θ takes values in a bounded subset Θ of Rq , and the

parametrization is Lipschitz: for any two θ, θ′ ∈ Θ,

‖f(·; θ)− f(·; θ′)‖C0(K̃) ≤ LΘ,K̃ |θ − θ′|
for some constant LΘ,K̃ > 0. Using these facts together with

the fact that N(K, | · |, δ) . (CK/δ)d for some CK > 0 and

choosing (say) γ1 = γ2 = γ3 = 1
3 in Theorem 3, we get the

bound

Rn(G) .
1√
n

∫ D

0

(
mp log

(
CA,K

ρ1(δ/3)

)

+mq log

(
C

F,K̃

ρ2(δ/3)

)
+ d log

(
CK

ρ3(δ/3)

))1/2

dδ, (5)

which is the best one can do without further assumptions on

F. We now consider some specific examples.

Example 1. Suppose we only allow positive times — that

is, A ⊂ {a : Rd → [0, T ]} — and let F consist only of

uniformly exponentially stable vector fields with magnitude

bounded by L0. Then we have, for some λ > 0,

β(r, t) = re−λt, β̄j(r) = r, j = 0, 1, 2, . . .

B̄ = max
t∈[0,T ]

∣∣∣
∫ t

0

∂+β

∂r
(0, t− s) ds

∣∣∣

= max
t∈[0,T ]

∣∣∣
∫ t

0

e−λ(t−s) ds
∣∣∣ = 1

λ

A simple computation then gives

ρ1(δ) =
λ

mL0
δ, ρ2(δ) =

λ

m
δ, ρ3(δ) = δ,

and therefore we obtain the following from (5):

Rn(G) .
1√
n

(
m3/2

λ
(CA,KL0

√
p+ C

F,K̃

√
q) + CK

√
d

)
.

Example 2. Consider all affine vector fields of the form

f(x) = Ax + u, where the matrices A ∈ Rd×d and the

vectors u ∈ Rd are uniformly bounded: ‖A‖ ≤ 1 (‖ · ‖
denoting the spectral norm) and |u| ≤ 1. Since

etfξ = etAξ +

∫ t

0

e(t−s)Au ds,

we can take K̃ = Bd
2 ((R + 1)emT̄ ), where R := max

ξ∈K
|ξ|,

T̄ := max{|T0|, |T1|}, and Bd
2 (r) denotes the d-dimensional

Euclidean ball of radius r centered at the origin. By Re-

mark 1, we can construct a class F of vector fields that are

affine on K̃ and vanish outside a compact inflation of K̃,

and thus take L0 . RemT̄ , L = 1, β(r, t) = re|t|, and

β̄j(r) = rejT̄ .

The class F is parametrized by θ = (A, u), which takes

values in a compact subset of Rd×d×Rd, so q = d2+d and

C
F,K̃ . RemT̄ . This shows that the Rademacher complexity

Rn(G) will have an exponential dependence on the number

of layers m and on T̄ , although this can be removed under



additional assumptions, e.g., 0 = T0 < T1 = T̄ and all A
being uniformly Hurwitz, i.e., the real parts of all eigenvalues

of A are all smaller than −λ for some λ > 0. The latter is

a special case of the preceding example.

Example 3. Suppose that F consists of all vector fields of

the form f(x) = σ(Ax+ u), where σ : Rd → Rd is a fixed

bounded Lipschitz nonlinearity, i.e.,

|σ(x)| ≤ 1 and |σ(x) − σ(y)| ≤ |x− y|, ∀x, y ∈ R
d

and A ∈ Rd×d and u ∈ Rd satisfy the same conditions as in

the preceding example. (The ODE ẋ = f(x) with f of this

form is an instance of a continuous-time recurrent neural net

[17].) For any such f and any t we have

etfξ = ξ +

∫ t

0

σ(Aesf ξ + u) ds,

so Assumption 2 evidently holds with K̃ = Bd
2 (R + mT̄ )

and L0 = L = 1. As before, the class F is parametrized

by θ = (A, u) ∈ Rd×d × Rd, so q = d2 + d, but now

C
F,K̃ . R+mT̄ .

In contrast to the preceding example, we now have

β(r, t) ≤ min{re|t|, r + 2|t|}, so in this setting it is

possible for the Rademacher complexity to have polynomial

dependence on m and T̄ even without requiring exponential

stability.

IV. PROOF OF THEOREM 3

We first recall a standard technique for bounding expected

suprema of random processes indexed by the elements of a

metric space, the so-called Dudley entropy integral [18]:

Lemma 1. Let (Zθ)θ∈Θ be a zero-mean subgaussian random

process indexed by a metric space (Θ, d) — that is, for all

θ, θ′ ∈ Θ, E[Zθ] = 0 and

P(|Zθ − Zθ′ | ≥ t) ≤ 2 exp
(
− t2

2d2(θ, θ′)

)
, ∀t > 0.

Then we have

E

[
sup
θ∈Θ

Zθ

]
.

∫ D

0

√
logN(Θ, d, δ) dδ

where N(Θ, d, δ) are the δ-covering numbers and

D := sup
θ,θ′∈Θ

d(θ, θ′)

is the diameter of (Θ, d).

To apply the lemma, we consider the class G of all recon-

struction maps Ga,f ,ξ : Rd → Rd indexed by a ∈ Am,

f ∈ Fm, and ξ ∈ K . Fix an n-tuple of points (x1, . . . , xn)
in K and consider the Rademacher process

ZG :=
1√
n

n∑

i=1

εi|xi −G(xi)| (6)

indexed by G, where ε1, . . . , εn are i.i.d. Rademacher random

variables. Then we have the following:

Lemma 2. The process (6) is subgaussian w.r.t. the C0(K)
metric

d(G,G′) = ‖G−G′‖C0(K) := max
x∈K
|G(x)−G′(x)|.

Proof. We need to show that

P(|ZG − ZG′ | ≥ t) ≤ 2 exp
(
− t2

2d2(G,G′)

)
, ∀t > 0

for all G,G′ ∈ G. Recall Hoeffding’s inequality

P(|Sn −E[Sn]| ≥ t) ≤ 2 exp
(
− 2t2∑n

i=1(bi − ai)2

)
,

where Sn :=
∑n

i=1 Yi and Y1, . . . , Yn are independent

random variables, such that −∞ < ai ≤ Yi ≤ bi < ∞
almost surely for each i. Let

Yi =
1√
n
εi

(
|xi −G(xi)| − |xi −G′(xi)|

)
,

so that ZG − ZG′ =
∑n

i=1 Yi. We have E[Yi] = 0 because

each εi is symmetric about zero. We also have

− 1√
n
‖G−G′‖C0 ≤ Yi ≤

1√
n
‖G−G′‖C0 ,

which follows from −1 ≤ εi ≤ 1 and
∣∣|xi −G(xi)| − |xi −G′(xi)|

∣∣
≤ |G(xi)−G′(xi)|
≤ max

x∈K
|G(x) −G′(x)|

= ‖G−G′‖C0(K).

Now Hoeffding’s inequality reads

P(|ZG − ZG′ | ≥ t) ≤ 2 exp
(
− t2

2‖G−G′‖2C0

)
.

Therefore ZG is subgaussian with respect to the metric

d(G,G′) = ‖G−G′‖C0 .

Since G(K) ⊆ K̃ for every G ∈ G, the C0(K)-diameter of

G is bounded by D, the ℓ2 diameter of K̃. Therefore, the

empirical Rademacher complexity of G conditioned on the

data S is bounded by

Rn(G) .
1√
n

∫ D

0

√
logN(G, ‖ · ‖C0, δ) dδ. (7)

Our next order of business is to obtain upper bounds on the

covering numbers N(G, ‖ · ‖C0 , δ).

A. Covering number bounds

Let Âm := {â : Rd → [T0, T1]
m} be a finite set of

encoders that forms a minimal δ1-net of the metric space

(Am|K , ‖ · ‖ℓ∞(C0)). That is to say,

sup
a∈Am

min
â∈Âm

‖a− â‖ℓ∞(C0)

= sup
a∈Am

min
â∈Âm

max
j=1,...,m

max
x∈K
|aj(x) − âj(x)| ≤ δ1.

Such a finite set exists because Am|K consists of uniformly

bounded and uniformly equicontinuous vector-valued maps

supported on a compact set, hence is itself compact.



Similarly, let F̂m := {f̂ : Rd → (Rd)m} be a finite set

of m-tuples of vector fields that forms a minimal δ2-net of

(Fm|K̃ , ‖·‖ℓ∞(C0)), and let N(Fm|K̃ , ‖·‖ℓ∞(C0), δ2) denote

the corresponding covering number. Finally, let K̂ = {ξ̂ ∈
K} be a finite set of points that forms a minimal δ3-net of

(K, | · |) with covering number N(K̂, | · |, δ3).
Proposition 1. Let Ĝ := {G

â,f̂ ,ξ̂
: Rd → Rd : (â, f̂ , ξ̂) ∈

Âm × F̂m × K̂} ⊂ G where Âm, F̂m, K̂ are minimal δ1,

δ2, δ3-nets of Am|K , Fm|K̃ , K , respectively. Then Ĝ forms

a δ-net of (G, ‖ · ‖C0) with

δ ≤
m−1∑

j=0

β̄j(L0B̄δ1) +

m−1∑

j=0

β̄j(B̄δ2) + β̄m(δ3),

where the functions β̄j are defined in (1) and the constant

B̄ is defined in (2).

Proof. Fix any a,f , ξ and consider the reconstruction map

Ga,f ,ξ : R
d → R

d, x 7→ eam(x)fm ◦ · · · ◦ ea1(x)f1ξ.

Let â, f̂ , ξ̂ be the closest elements in their respective cover-

ings. Then by the triangle inequality

‖G
â,f̂ ,ξ̂ −Ga,f ,ξ‖C0

≤ ‖G
â,f̂ ,ξ̂ −G

a,f̂ ,ξ̂‖C0

+ ‖G
a,f̂ ,ξ̂(x)−G

a,f ,ξ̂(x)‖C0

+ ‖G
a,f ,ξ̂ −Ga,f ,ξ‖C0

=: D1 +D2 +D3.

We now estimate the three error terms D1, D2, and D3

individually using Lemmas 3–5 in the next section.

To estimate D1, given a fixed initial condition ξ, fixed vec-

tor fields (f1, . . . , fm), and two tuples of times (t1, . . . , tm)
and (t′1, . . . , t

′
m) such that |tj − t′j | ≤ δ1 for every j =

1, . . .m, we want to bound the difference between decoder

outputs etmfm ◦ · · · ◦ et1f1ξ and et
′

mfm ◦ · · · ◦ et′1f1ξ. We

can equivalently consider a single tuple of times (1, . . . , 1)
and two tuples of scaled vector fields (t1f1, . . . , tmfm) and

(t′1f1, . . . , t
′
mfm), which yields the same decoder outputs. In

this case, the difference between the vector fields is bounded

by ‖tjfj − t′jfj‖C0(K̃) = |tj − t′j |‖fj‖C0(K̃) ≤ L0δ1. Now,

if a vector field f admits the comparison function β(r, t),
then, for any τ ∈ [T0, T1], the rescaled vector field τf
admits the comparison function (r, t) 7→ β(r, τt). We can

therefore apply Lemma 5 with (1, . . . , 1) ← (t1, . . . , tm),
tjfj ← fj , t′jfj ← f ′

j , and comparison function (r, t) 7→
maxτ∈[T0,T1] β(r, τt) to get

D1 = max
x∈K
|G

â,f̂ ,ξ̂ −G
a,f̂ ,ξ̂|

= max
x∈K
|eâm(x)f̂m ◦ · · · ◦ eâ1(x)f̂1 ξ̂

− eam(x)f̂m ◦ · · · ◦ ea1(x)f̂1 ξ̂|

≤
m−1∑

j=0

β̄j(L0B̄δ1).

For D2, we apply Lemma 5 and use the fact that ‖fj −
f̂j‖C0(K̃) ≤ δ2 for all j, as well as the monotonicity of

r 7→ β̄(r), to get

D2 = max
x∈K
|G

a,f̂ ,ξ̂(x)−G
a,f ,ξ̂(x)| ≤

m−1∑

j=0

β̄j(B̄δ2).

Finally, for D3, we apply Lemma 4 with k = m and use the

fact that |ξ − ξ̂| ≤ δ3 to get

D3 = max
x∈K
|G

a,f ,ξ̂(x) −Ga,f ,ξ(x)| ≤ β̄m(δ3).

The proof is completed by taking the supremum over all

(a,f , ξ) ∈ Am × Fm ×K .

Using this proposition, we can now estimate the covering

numbers of G as follows: Fix any δ ≥ 0 and any γ1, γ2, γ3 >
0 such that γ1 + γ2 + γ3 = 1. Then, with ρ1(·), ρ2(·), ρ3(·)
defined in (3), we have

m−1∑

j=0

β̄j(L0B̄ρ1(γ1δ)) +

m−1∑

j=0

β̄j(B̄ρ2(γ2δ))

+ β̄m(ρ3(γ3δ)) ≤ δ.

Therefore, letting Âm, F̂m, and K̂ be the minimal ρ1(γ1δ)-,
ρ2(γ2δ)-, and ρ3(γ3δ)-nets of Am|K , Fm|K̃ , and K respec-

tively, we see that

logN(G, ‖ · ‖C0(K), δ)

≤ logN(Am|K , ‖ · ‖ℓ∞(C0), ρ1(γ1δ))

+ logN(Fm|K̃ , ‖ · ‖ℓ∞(C0), ρ2(γ2δ))

+ logN(K, | · |, ρ3(γ3δ))
We can further upper-bound the quantities on the right-hand

side using the fact that

logN(Am|K , ‖ · ‖ℓ∞(C0), δ) ≤ m logN(A|K , ‖ · ‖C0, δ)

and

logN(Fm|K̃ , ‖ · ‖ℓ∞(C0), δ) ≤ m logN(F|K̃ , ‖ · ‖C0 , δ).

The bound (4) follows by substituting the above covering

number estimates into the Dudley entropy integral in (7) and

then optimizing over all choices of γ1, γ2, γ3.

B. Lemmas on iterated flows

Lemma 3. For any f, f ′ ∈ F, any t ∈ [T0, T1], and any

ξ ∈ R
d such that esfξ ∈ K̃ for all s ∈ [T0, T1], we have

|etfξ − etf
′

ξ| ≤ B̄‖f − f ′‖C0(K̃), (8)

where B̄ is defined in Eq. (2).

Proof. Assume first t ≥ 0 and consider the function H(s) :=
e(t−s)f ′ ◦ esfξ, which represents flowing along the vector

field f for time s, then flowing along the vector field f ′

for the remaining time t − s, so that the total time along

both vector fields is equal to t for any s ∈ [0, t]. Then when

s = 0, we have H(0) = etf
′

ξ, and when s = t, we have



H(t) = etfξ. Applying the fundamental theorem of calculus

to H and taking the norm yields

|etf ′

ξ − etfξ|
= |H(0)−H(t)|

=
∣∣∣−
∫ t

0

d

ds
H(s) ds

∣∣∣

=
∣∣∣−
∫ t

0

d

ds

(
e(t−s)f ′ ◦ esfξ

)
ds
∣∣∣

≤
∫ t

0

∣∣∣ d
ds

(
e(t−s)f ′ ◦ esfξ

)∣∣∣ds

=

∫ t

0

∣∣∣ lim
h↓0

1

h

(
e(t−s−h)f ′ ◦ e(s+h)fξ − e(t−s)f ′ ◦ esfξ

)∣∣∣ ds

≤
∫ t

0

lim sup
h↓0

1

h

∣∣∣e(t−s−h)f ′(
ehf ◦ esf ξ − ehf

′ ◦ esfξ
)∣∣∣ds

where the last step above follows from continuity of the

norm. Using the definition of the function β and some

properties of limits, we have

|etf ′

ξ − etfξ|

≤
∫ t

0

lim sup
h↓0

1

h
β
(
|ehf ◦ esfξ − ehf

′ ◦ esfξ|, t− s− h
)
ds

≤
∫ t

0

lim sup
h↓0

1

h
β
(
|f(esfξ)− f ′(esfξ)|h+ o(h), t− s− h

)
ds

≤
∫ t

0

|f(esfξ)− f ′(esfξ)|∂+β
∂r

(0, t− s) ds,

where the last inequality follows from the fact that β(0, t) ≡
0 for all t, which further implies that, for any t and for h ↓ 0,

β(h, t− h) =
∂+β

∂r
(0, t)h+ o(h).

Since esfξ ∈ K̃ by hypothesis, the norm |f(esfξ)−f ′(esf ξ)|
is bounded by ‖f − f ′‖C0(K̃). If t < 0, we integrate from t
to 0 instead and then take the absolute value.

Lemma 4. For all k-tuples t ∈ [T0, T1]
k and f ∈ Fk and

for all points ξ, ξ′,

|etf ξ − etf ξ′| ≤ β̄k(|ξ − ξ′|). (9)

Proof. Here we iteratively apply the definition of the func-

tion β̄ given after Assumption 2:

|etf ξ − etfξ′|
= |etkfk ◦ etk−1fk−1 ◦ . . . ◦ et1f1ξ

− etkfk ◦ etk−1fk−1 ◦ . . . ◦ et1f1ξ′|
≤ β̄

(
|etk−1fk−1 ◦ . . . ◦ et1f1ξ − etk−1fk−1 ◦ . . . ◦ et1f1ξ′|

)

≤ . . .

≤ β̄k(|ξ − ξ′|),

and use the monotonicity of β̄j(·).

Lemma 5. For all m-tuples t ∈ [T0, T1]
m and f ,f ′ ∈ Fm

and all points ξ ∈ K ,

|etf ξ − etf
′

ξ| ≤
m∑

j=1

β̄m−j(B̄‖fj − f ′
j‖C0(K̃)). (10)

Proof. To bound the difference of iterated flows due to dif-

ferent tuples of vector fields f and f ′, we build a telescoping

sum and apply the triangle inequality:

|etf ξ − etf
′

ξ|
= |etmfm ◦ etm−1fm−1 ◦ . . . ◦ et1f1ξ

− etmf ′

m ◦ etm−1f
′

m−1 ◦ . . . ◦ et1f ′

1ξ|
≤ |etmfm ◦ etm−1fm−1 ◦ . . . ◦ et1f1ξ

− etmf ′

m ◦ etm−1fm−1 ◦ . . . ◦ et1f1ξ|
+ · · ·
+ |etmf ′

m ◦ etm−1f
′

m−1 ◦ . . . ◦ et2f ′

2 ◦ et1f1ξ
− etmf ′

m ◦ etm−1f
′

m−1 ◦ . . . ◦ et2f ′

2 ◦ et1f ′

1ξ|.
For j = −1, 0, . . . ,m− 2, define

ξj := etm−j−2fm−j−2 ◦ · · · ◦ et2f2 ◦ et1f1ξ.
Then, using Lemma 4, we can estimate
∣∣∣etmf ′

m ◦ · · · ◦ etm−jf
′

m−j ◦ etm−j−1f
′

m−j−1ξj

− etmf ′

m ◦ · · · ◦ etm−jf
′

m−j ◦ etm−j−1fm−j−1ξj

∣∣∣

≤ β̄j+1
(∣∣etm−j−1f

′

m−j−1ξj − etm−j−1fm−j−1ξj
∣∣
)
.

Moreover, since etfξj ∈ K̃ for all f ∈ F and all t ∈ [T0, T1]
by virtue of Assumption 2, we can apply Lemma 3 to obtain

β̄j+1
(∣∣etm−j−1f

′

m−j−1ξj − etm−j−1fm−j−1ξj
∣∣
)

≤ β̄j+1
(
B̄‖fm−j−1 − f ′

m−j−1‖C0(K̃)

)
.

Summing over j and reindexing, we get (10).

V. CONCLUSIONS

In this work we have developed an encoder-decoder ar-

chitecture for learning immersed submanifolds based on the

construction in Sussmann’s orbit theorem, and provided high-

probability bounds on its generalization error. Capitalizing

on the natural recursive structure present in differential

equations allows for complex generative models to be built

from comparatively simple vector field parameterizations.

This architecture generalizes some well-known learning algo-

rithms to the nonlinear setting. For example, principal com-

ponent analysis (PCA) is recovered by choosing orthogonal

projection encoders and taking F to consist of constant vector

fields. Various nonlinear generalizations of PCA can also

be recovered by choosing an appropriate family of vector

fields that enables the application of a nonlinear kernel to

the input. Thus, applications to parametric manifold learning

and nonlinear dimensionality reduction are practicable. We

can also find utility in this architecture for high-dimensional

sampling problems and generative modeling, since the latent



space (of times) can be much simpler and of lower dimension

than the complexity of features produced by the decoder.

This formulation naturally lends itself to a neural net

implementation based on recent work on neural ODEs [19],

since the compositional structure of deep neural nets — i.e.,

composition of nonlinear layers — is clearly manifested in

the recursive structure of ODE flows, etf = e(t−s)f ◦ esf ;

an even richer class of models can be obtained by allowing

controlled ODEs. Indeed, the idea of treating flow maps as

computational units and composing them to achieve more

complex maps can also be found in previous geometric

control literature. For instance, Agrachev and Caponigro

[20] show that, under some conditions, any diffeomorphism

isotopic to the identity can be represented as a composition

of flows of finitely many smooth vector fields.

A promising control-theoretic application of the proposed

architecture is in the context of motion planning [21] using

hybrid (neurosymbolic) systems, both in continuous time

[22] and in discrete time [23]. Indeed, we can associate

to the collection {f1, . . . , fm} of vector fields learned by

our procedure a controlled system ẋ = f(x, u) with finite

control set U = {1, . . . ,m} and f(·, u) ≡ fu(·). With this

system, we can then think about approximately steering the

initial point ξ to an arbitrary target point x ∈ K by succes-

sively appling the controls in U according to the ‘program’

(a1(x), . . . , am(x)). If the target point is sampled at random

according to the same distribution µ that was used during

training, we can then guarantee that the resulting steering

plan will be nearly optimal (in a given class) with high

probability. Going beyond the motion planning problem, we

can consider other control-theoretic applications by treating

the learned vector fields f1, . . . , fm as the generators of a

control group in the sense of Lobry [24]; various natural

questions can then be phrased in terms of the Lie algebra

generated by these m vector fields.

A study of the inherent expressiveness of dynamic layers

from a geometric control perspective is also a promising

direction for future work. Developing numerical schemes

based on geometric integrators and applying order reduction

techniques to efficiently implement the models discussed

here as finite-depth nets is another topic of interest.
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[12] Wei-Liang Chow, “Über systeme von linearen partiellen differential-

gleichungen erster ordnung,” Mathematische Annalen, vol. 117, pp.
98–105, 1939.

[13] P. K. Rashevskii, “About connecting two points of complete non-
holonomic space by admissible curve,” Uch. Zapiski ped. inst.

Libknexta, vol. 2, pp. 83–94, 1938.
[14] Andrei A. Agrachev and Yuri L. Sachkov, Control theory from the

geometric viewpoint, Springer, 2004.
[15] Bruce Hajek and Maxim Raginsky, “Statistical learning theory,”

http://maxim.ece.illinois.edu/teaching/SLT/SLT.pdf,
2021.

[16] Morris William Hirsch and Stephen Smale, Differential equations,

dynamical systems and linear algebra, Academic Press, 1995.
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