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Abstract—Ambulatory blood pressure is critical in predicting 
some major cardiovascular events; therefore, cuff-less and 
noninvasive beat-to-beat ambulatory blood pressure 
measure-ment is of great significance. Machine-learning 
methods have shown the potential to derive the relationship 
between physio-logical signal features and ABP. In this paper, 
we apply random forest method to systematically explorer the 
inherent connec-tions between photoplethysmography signal, 
electrocardiogram signal and ambulatory blood pressure. To 
archive this goal, 18 features were extracted from PPG and 
ECG signals. Several models with most significant features as 
inputs and beat-to-beat ABP as outputs were trained and tested 
on data from the Multi-Parameter Intelligent Monitoring in 
Intensive Care II database. Results indicate that compared with 
the common pulse transit time method, the RF method gives a 
better performance for one-hour continuous estimation of 
diastolic blood pressure and systolic blood pressure under both 
the Association for the Advancement of Medical 
Instrumentation and British Hyper-tension Society standard.  

I. INTRODUCTION 

As a result of interaction among cardiovascular control 
mechanics, continuous ambulatory blood pressure (ABP) 
provided to be an important physiological parameter for 
stratifying cardiovascular risks and guiding therapy [1]. 
Therefore, ABP monitoring is useful in clinical situations like 
disease diagnosis, drugs experiment and surgical procedure. 

Since ABP monitoring plays a significant role in many 
respects, it is necessary to develop beat-to-beat noninvasive 
ABP measurement methods. Numbers of approaches have 
been used in solving the problem. The pulse wave velocity 
(PWV) related methods are most promising due to the reason 
that they are cuff-less, relatively more convenient than other 
approaches and comfortable to use in long-term monitoring. 

PWV related blood pressure measurement technique is 
developed based on Moens-Korteweg (M-K) equation as in 
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where PTT is pulse transit time, D, t, Į, d and E0 are 
parameters of the vessel, while ȡ stands for blood density. In 
most studies, a linear relationship is believed to exist between 
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PTT and ABP. Therefore, a calibration procedure could be 
applied to obtain the parameters in the linear equation. As 
numerous physiological factors modulate the vessel and blood 
parameters, it is necessary to run continuous re-calibration, 
which makes measure devices designed based on those 
methods uncomfortable to use in daily life.  

To avoid the recalibration procedure, one potential idea is 
estimating parameters in M-K equation from physiological 
signals such as the pulse and electrocardiograph (ECG) wave. 
Various researches have shown that waveform properties of 
those signals are related to equation parameters more or less. 
Such as K Value extracted from the pulse wave reflects vessel 
elasticity [2]. Heart rate (HR) derived from ECG waves is also 
associated with ABP [3]. In our previous study [4], 28 pulse 
wave time-domain features were proved to have correlations 
with ABP. Our results thus suggested those features are 
potentially useful in solving the recalibrating problem of PTT 
method. In fact, there have been studies focusing on 
estimating ABP from parameters extracted from various 
physiological signals based on Machine Learning (ML) 
techniques [5]. 

In one representative study [6], researcher collected BP, 
photoplethysmography (PPG) and ECG from 410 individuals, 
then tested the performance of several ML techniques for BP 
estimation. The random forest (RF) technique obtained the 
best result. However, the blood pressure values in the study 
were collected by an aneroid sphygmomanometer so they 
didn’t apply the technique to beat-to-beat ABP estimation. 
Another study concentrated on using common PTT method to 
calculate beat-to-beat ABP values on the Multi-Parameter 
Intelligent Monitoring in Intensive Care (MIMIC) database 
[7]. Due to the lack of available record in database, researcher 
only use data from 9 patients. By importing data from 
MIMIC-II database, we were able to apply RF and PTT 
method to estimate beat-to-beat ABP on dataset from 285 
individuals in our study to overcome shortages mentioned 
above.  

This work has two purposes. One is to determine whether 
more features extracted from ECG and PPG signal could be 
applied to improve accuracy of PTT-based ABP estimation 
method. For this purpose, 18 time-domain features and 
corresponding BPs from each dataset were collected. The 
other purpose is to check whether RF technique performs 
better for beat-to-beat SBP and DBP estimation than common 
PTT method. We estimated beat-to-beat BPs in one-hour 
period using models based on RF technique, LR technique and 
typical PTT method respectively. Models were trained by 
features and BPs value pairs in 30 minutes. The accuracy of 
each technique was evaluated by percent of sets which reach 
the Association for the Advancement of Medical Instrumenta- 
tion (AAMI) and British Hypertension Society (BHS) 
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standards among all available datasets to come to a 
conclusion. 

II. METHOD 

A.  Data collection and feature extraction 

The Multi-Parameter Intelligent Monitoring in Intensive 
Care II (MIMIC-II) database is a massive database recording 
data from temporal patients in ICU [8]. MIMIC-II contains 
more subjects than the previous MIMIC database. Currently 
there exist 4350 records recorded from more than 2000 
patients, part of which contains continuous ABP, PPG and 
ECG signals at the same time, providing an available data 
source for this study. All the available data were downloaded 
from MIMIC-II via query builder explorer [9]. 285 records 
longer than 1.5 hours and contain both ABP, ECG II and PPG 
signal were selected for feature extraction. WFDB 
Toolbox[10] was introduced to peak and onset detection in 
ABP and ECG signal. A derivative based algorithm was 
applied to PPG signal in the detection procedure. Finally, 18 
features were extracted for each heart beat based on the peak 
and onset position detected. In addition to the 15 features 
including RRI, PTT, RBW, RBWz and DBWx (x from 10 to 
75) illustrated in Fig.1, other 3 features including K value, 
AmBE and RBA were calculated as equation (2), (4) and (5):  
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The branch width features are chosen according to [11], while 
the AmBE feature is chosen according to patent [12]. 

C. Feature selection 

After extracting all the features and target value groups, a 
feature importance measurement procedure was imported to 
rank features following [13]. The RF model based ranking 
method was chosen due to the reason that it is simple and 
effective for non-linear relationship description. The principle 
of this method is to use each feature to train a RF for 
regression model for ABP evaluation separately. The 
significance score of each feature is then evaluated as the 
Pearson correlation between the model’s outputs and target 
values on the test set. 

RF are formed by growing a collection of decision tree 
structured classifiers {h (x, Ĭk), k=1, …K} which output a 
vector of class labels y from input (x, Ĭk). {Ĭk} are 
independent identically distributed random vectors with 
values range from 1 to N, N is splits number. The RF 
prediction is as in 


1

1ˆ( ) ( , )
K

k
k

y h
N 

 x x  

for regression. In practice, a two-step procedure is introduced 
to generate those trees according to [14]. At step one, 
bootstrap method is applied to randomly select N samples 
from all samples. At step two, for each tree in the forest, each 
node is corresponding to a group of samples. To grow a tree, 
select m features randomly for each leaf node, then divide the 
samples in the leaf node to its child nodes according to one 
feature. The feature could provide greatest information gain 
among m features. Usually, the preferred m value is the square 
root of the number of available features [15], so for each 
feature m is 1.  For the concern of train time, use 100 as value 
of K. A 3-fold cross-validation was applied to avoid 
over-fitting, during which 70 percent of train set data were 
randomly selected for training while the left 30 percent were 
applied for testing for 3 times. The top-ten highest ranking 
feature vector XF and corresponded scores were recorded for 
BPs. 

 
Figure 1.  Illumination of pulse wave feature points and features. 
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Although the relevance of features to ABP could be 
revealed by the scores, correlation between different features 
still remained unknown, which may lead to feature 
redundancy. Therefore, correlation analysis was carried out 
between all the highest ranking features of SBP and DBP, 
represented by the correlation coefficient (r) and the p-value 
(p). Those features which were significantly correlated (|r| > 
0.85, p < 0.05) were selected. For each group of significantly 
correlated features, only the one which has the highest score 
were selected. It should be noted that although ABP 
estimation was applied to each record separately, the feature 
selection procedure was performed on the whole mixed 
dataset. 

D. ABP estimation 

One-hour beat-to-beat estimation of SBP and DBP were 
run on each record separately. Both train set and test set are all 
the feature-BP pairs within a specific period of time. 30 
minutes was selected as train set length to expand the range of 
BPs values while one hour was chosen as test set length. Long 
duration data were partitioned to generate train/test set pairs to 
ensure all the dataset have approximately same time length 
with each other. Finally, there were totally 1246 pairs of data 
for DBP and 1260 pairs for SBP. BPs estimation was then 
performed for each pair respectively using two techniques: 

 LR. The principle of this method is assuming that a 
linear correlation exists between features and BPs as 
in the equation  
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where bp={SBP, DBP}. By applying plain ordinary 
least square method to this equation, we get the 
parameter vector ȕ as 

1( )T T bp
F FX X X y                     (8) 

 RF. The principle of this method is mentioned in II .C. 
Instead of one feature, we use all the selected features 
for BP estimation. For SBP the feature number is 7, 
m=2, for DBP the feature number is 7, m=3. 

As with each technique, the estimation procedure took two 
steps. For the first step, a 10-fold cross validation was run on 
the train set. The purpose of the step was to acquisition 
specific ML model parameters and avoid over-fitting. For the 
second step, SBP and DBP were estimated from beat-to-beat 
features. Then the estimated BP values were compared with 
measured BP values to determine whether the result reached 
BHS and AAMI standard.  

For comparison purpose, a PTT-based method [7] was 
imported to estimate beat-to-beat BPs on all the datasets. The 
fundamental base of this method is the equation 

 bp bp
0 1 *bpy PTT    

where bp={SBP, DBP}. Obviously the PTT-based method is 
an LR method with PTT as the only feature.

E. Statistics 

To compare the performance of difference technique, 

percent of the set which reaches BHS and AAMI standard 
over all datasets were recorded. Mean square error (MSE) 
was used as an accuracy interpreter.  Then correlation 
analysis was carried between estimated BP and measured BP 
to attain the Pearson correlation coefficient (r). For each 
technique and BP type, those datasets whose estimated values 
were significantly correlated with measured values were 
recorded.  

It should be noted that all the programs were written in 
python using APIs provided by scikit-learn module [16]. 

III.  RESULTS AND DISCUSSION 

The feature ranking results for SBP and DBP are shown in 
Fig. 2. According to the result, RBW and DBW features have 
the most important impact on BPs. Correlation study was 
performed to identify if those impacts come from the 
correlation between those features and PTT. It turns out that 
DBW50, DBW33, DBW25 and DBW10 show significant 
correlation (r ę [0.8535, 0.8668]) with each other. The result 
indicates that the shape of pulse wave descending limb barely 
changes with time growth. According to Fig. 2, the importance 
of DBW50 feature ranks higher than other DBW features for 
SBP. As a result, the DBW10, DBW25, DBW33 were 
excluded when it came to SBP estimation. No features were 
removed when estimating DBP. As illustrated in Fig. 3, 
TABLE I. , TABLE II. and TABLE III. , the RF technique 
performs better than the LF technique, while the latter shows 
slight enhancement compared to common PTT method. 

Two conclusion could draw from those results. On one side, 
the common PTT method is based on the linear relationship 
between PTT and BPs so it is basically an LR method with one 
feature. As the LR technique with 18 features results better 
than the PTT method, it is proven that some of those 22 
features could provide extra information when it comes to the 
estimation of beat-to-beat BPs. On the other hand, RF  
technique shows a higher accuracy than the LR technique, 
especially for SBP estimation. This result could help validate 
the conclusion of [6]. It might be the nonlinear characteristic 
of RF that leads to the result. 

To reveal the source of estimation error, correlation analysis 
was applied to train/test set BP ranges and BP estimation 
MSEs. Of all results, the correlation between the test set BP 
range and corresponding MSE is most significant for both 
SBP and DBP, as illustrated in Fig. 5. This phenomenon 
indicates that the performance of RF method degrades when 
applied to subjects with wildly fluctuated BP values. The 
feature deficiency is a potential cause for the result. 

It should be noted that there is still a large scale of datasets 
which could not meet both BHS and AAMI standards. Many 
reasons may lead to this result. First of all, we didn’t exclude 
those who had cardiovascular diseases from the database. 
However, it’s known that renovascular disease or use of 
procaine hydrochloride could result in an abnormal change in 
blood pressure and reduce the accuracy of estimation.  



  

 

 

TABLE I.  PERCENT  OF DATA  REACHED AAMI   STANDARD 

BP 
Type 

Technique Used 

RF LR Typical PTT 

DBP 90.70% 88.21% 83,31% 

SBP 66.12% 59.90% 53.65% 

TABLE II.  MSE (MEAN±STD.) 

BP 
Type 

Technique Used 

RF LR Typical PTT 

DBP 4.44±3.72 4.98±4.31 7.12±17.98 

BP 
Type 

Technique Used 

RF LR Typical PTT 

SBP 8.29±5.84 9.32±7.65 12.77±41.19 

TABLE III.  NUMBER OF SIGNIFICANTLY CORRELATED SIGNALS 

BP 
Type 

Technique Used 

RF LR Typical PTT 

DBP 297 290 123 

SBP 271 271 109 

 

 

Although the RF technique has an advantage over other 
methods, its weakness could not be neglected. Firstly, the 
estimation speed of RF is much slower than LR though the 
forest scale is relatively small. On average RF technique takes 
20 times longer than LR technique, so using the technique for 
real-time estimation might be difficult. Secondly, due to the 
multi decision tree structure of RF method, one feature can 
appear in more than one tree in the estimation procedure. As a 
result, the relationships between different features and outputs 
are not obvious to observe. Therefore, analyzing the result 
doesn’t give us much insight about the physiological meaning 
of different features. 

To summarize, the use of more features, as well as RF 
technique, leads to higher accuracy for one-hour beat-to-beat 
SBP and DBP estimation. The technique could be potentially 
applied to enhance the performance of common noninvasive 
cuff-less BP monitoring method. Due to the problem of 
reduced estimated accuracy with target BP range variation, 
further investigations should be undertaken to obtain more 

 
Figure 2.  Feature ranking result. 

 
Figure 3.  Percent of data reached each BHS standard. 

 
Figure 4.  Invasive BPs and prediction BPs output by different 

methods (MIMIC-II record: a46108_0030). 



  

 
valid features. In addition, effect of this method should be 
tested on normal people instead of ICU patients.  
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Figure 5.  Relationship between test set BP range and estimation MSE. 


