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Abstract— Existing static timing methodologies apply various
techniques to address increasingly larger process variations. The
techniques include multi-corner timing, on-chip variation (OCV)
derating coefficients, and path-based common path pessimism re-
moval (CPPR) procedures. These techniques, however, destroy the
benefits of linear run-time and incrementality possessed by classi-
cal static timing. The major contribution of this work is an effi-
cient statistical timing methodology with comprehensive modeling
of process variations, while at the same time retaining those key
benefits. Our methodology is compatible with existing character-
ization methods and scales well to large chip designs. To achieve
this goal, three techniques are developed: (1) building the statistical
delay model based on existing multi-corner library characteriza-
tion; (2) modeling spatial correlation in a scalable manner; and (3)
avoiding the time-consuming CPPR procedure by removing com-
mon path pessimism in the clock network by an incremental block-
based technique. Experimental results on industrial 90 nm ASIC
designs show that the proposed timing methodology correctly han-
dles all types of process variation, achieves high correlation with
traditional multi-corner timing with more than 4× speedup, and is
a vehicle for pessimism reduction.

I. INTRODUCTION

Block-based static timing analysis (STA) is popular due to bene-
fits like linear run-time complexity, identification of critical path,
and incrementality [1]. These features permit STA to be used in
a timing-driven physical synthesis flow to guide optimization.
Moreover, both the algorithm and delay models are conserva-
tive, thus guaranteeing that STA predicts a bound on actual cir-
cuit performance. Hence, STA is also ideal for timing sign-off.

A practical STA implementation in industry is, however, far
from ideal. The complications are: (1) gate and interconnect
delays are not constant but vary because of process variations,
aging and operating conditions; and (2) the data (combinational)
network and clock distribution network need to be analyzed si-
multaneously to ensure correct timing of flip-flop launch and
capture. Because a major portion of delay variation comes from
chip-to-chip variations, existing industrial STA employs a multi-
corner timing methodology, in which a separate analysis is con-
ducted at each corner. For N process parameters, a full-blown
multi-corner timing requires a total of 2N process corners, which
is computationally infeasible. In practice, the number of process
corners checked is far smaller than 2N . In order to guard-band
the rest of the timing uncertainty such as within-chip spatial vari-
ation, random variation, and varying switching scenarios, exist-
ing approaches resort to a delay modeling technique called an
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Fig. 1. Illustration of common portion between launching and capturing paths.

early/late split, which models the delay of every arc of the tim-
ing graph as a minimum delay for early timing purposes, and a
maximum delay for late purposes. Choosing the early/late split
values properly plays a central role in the tradeoff between ag-
gressive timing and safe design practices. For example, within-
chip spatial variation is traditionally accommodated by using an
on-chip variation (OCV) derating coefficient that derives the two
bounded delay values from the library model. Both data and
clock networks are timed with their respective early and late ar-
rival times. At the capturing flops, the latest data arrival time is
checked against the earliest clock arrival time for a setup test,
and vice-versa for a hold test.

Because of these practical considerations, timing can be both
risky (due to skipping some of the 2N corners) and too pes-
simistic (due to an overly conservative early/late split) at the
same time. To reduce pessimism, a procedure called Common
Path Pessimism Reduction (CPPR) [2] is widely used. Fig. 1
illustrates the need for CPPR. In the Figure, “LF” denotes
“Launching Flop” and “CF” denotes “Capturing Flop.” The
launching and capturing paths contain a physically common por-
tion in the clock distribution network upstream of the so-called
frontier point, and this portion cannot be both early and late si-
multaneously. The CPPR algorithm reduces this inherent pes-
simism in the initial timing. However, because of the path-based
nature of CPPR, features such as linear complexity and incre-
mentality are lost.

Recently, statistical static timing analysis (SSTA) has been
proposed as an alternative way of handling process variations
[3, 4]. However, existing literature assumes that parameterized
variational delay models are available a priori. Unfortunately,
this is not the case in reality, as all existing timing characteri-
zation is geared towards multi-corner timing. Obtaining a vari-
ational timing model based on existing timing characterization
is important for a smooth transition from multi-corner timing to
statistical timing. A parameterized SSTA algorithm can natu-
rally handle chip-to-chip and independently random variation,
but within-chip spatial variation is more troublesome. A grid-
based approach in conjunction with Principle Component Anal-
ysis (PCA) has been proposed as a way of transforming spatially
correlated parameters into a set of uncorrelated random variables
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[4]. However, we will show later that the PCA-based approach
is too cumbersome to be used in practice; a more efficient and
scalable technique is required. Another drawback of existing
SSTA techniques is that they were mainly developed to analyze
the data network without considering the clock network. How
to address the counterpart of CPPR in SSTA is still not clear.

The purpose of this work is to develop a practical statistical
timing methodology that restores all the good features of clas-
sical static timing, hence the title of this paper. Towards this
goal, three major contributions are made in this paper: (1) the
derivation of a variational delay model based on existing timing
characterization methods; (2) a novel spatial correlation model
that can accurately capture different spatial correlation behav-
iors with almost negligible overhead; and (3) an effective tech-
nique to remove the common path pessimism resulting from the
early/late split in the clock network, thus obviating the need
for CPPR. The benefits of our proposed timing methodology
include linear run-time complexity, reduced timing pessimism
with full process space coverage, and fully incremental capa-
bility. Experimental results based on industrial 90 nm designs
show that the proposed timing methodology correctly handles all
types of (chip-to-chip, within-chip, and random) process varia-
tions, and achieves high correlation with traditional multi-corner
timing. Compared with the state-of-the-art timing sign-off tech-
nique, our method achieves more than 4× speedup with full
process-space coverage.

The rest of the paper is organized as follows. In Section II,
we show how the variational delay model is derived; in Section
III, we present our novel spatial correlation modeling technique;
we then propose our variational timing methodology in Section
IV. Experimental results are presented in Section V with con-
clusions in Section VI.

II. VARIATIONAL DELAY MODELING

We use the variational model proposed in [5] for multi-corner
timing. Fig. 2 shows the variation of delay due to one parame-
ter. The delay model consists of three components. Intrinsic or
global variation captures chip-to-chip variation and defines two
corners for the parameter of interest; systematic variation cap-
tures “predictable” within-chip variation, including spatial cor-
relation; and independently random variation models uncorre-
lated variation. The characterization procedure involves creating
qualification chips with special test macros repeated at many lo-
cations on the chip. Test macros and processing of measurement
data are outside the scope of this paper.

For multi-corner timing, a corner is the assignment of each
parameter to one of its two extreme values in its intrinsic com-
ponent. For example, as shown in Fig. 2, the early/late delays at
corner 1 are given by

Delayearly = I1 − S1 − R1, (1)

Delaylate = I1 + S1 + R1. (2)

Note that the systematic and independently random parts are
defined on a per-corner basis, so no matter how many sources
of variation are considered, these effects are lumped into single
terms. It is clear that there is inherently an early/late split in
the model, which accounts for spatial variation, independently

random variation, multiple input switching, initial charge on in-
ternal nodes of gates, etc.
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Fig. 2. Variational delay modeling.

For statistical timing, we extend the first-order canonical sta-
tistical delay model [3, 6] for all timing quantities to include
spatial correlation as

T = a0 +
∑

i

aiΔXi + aSΔXS + aRΔXR, (3)

where a0 is the mean of the timing quantity (such as delay and
slew or rise/fall time), ai are its sensitivities to global sources of
variation ΔXi, aS is its sensitivity to ΔXS that represents spa-
tial correlation, and the last term aRΔXR represents indepen-
dent randomness. All ΔX represent unit Gaussian distributions.
Note that for corner-based timing, the systematic and indepen-
dently random terms contribute to the early/late split; whereas in
this model, they do not contribute to the early/late split because
of the explicit modeling of the last two terms in (3).

For the delay and slew of each arc of the timing graph, we
derive the coefficients of (3) from the same variational timing
models as shown in Fig. 2 by means of finite-differencing, i.e.,

ai =
I2,i − I1,i

6
, as =

S1

3
, ar =

R1

3
.

where, we have assumed the range of variation is ±3 sigma, and
sensitivities are normalized to per-sigma values.

III. SPATIAL CORRELATION

A. Preliminaries
Spatial correlation describes the phenomenon that otherwise
identical instances close to each other are more likely to have
similar characteristics than instances far apart. It has been shown
in [7] that isotropic spatial correlation can be described by a
spatial correlation function with respect to distance as shown in
Fig. 3. The correlation function drops below 1.0 at an infinites-
imal distance due to the independently random variation. Then
the correlation coefficient gradually reduces as a function of dis-
tance to a correlation distance beyond which correlation does
not change. Beyond this regime, the correlation coefficient rep-
resents distance-independent global or intrinsic variation. Given
the location of n instances, the covariance matrix of their delays
can be obtained from the spatial correlation function. Since cor-
relation distance is much smaller than the size of the chip, such
matrices are sparse.
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Fig. 3. Spatial correlation function.

In the context of SSTA, two approaches have been proposed
in the literature to handle spatial correlation. The first is by using
the well-known Principal Component Analysis (PCA) technique
to transform spatially-correlated random variables into a new set
of independent variables [4]. However, the PCA-based approach
suffers from two drawbacks. (1) The computational cost of PCA
by Eigenvalue Decomposition (EVD) is high. For example, con-
sider a chip of size 10 × 10 mm2 with a correlation distance of
300 μm. Three grid cells are barely enough, with reasonable ac-
curacy, to capture the spatial correlation decaying behavior be-
tween 0 and 300 μm. So the maximum allowable grid size would
be 100 μm, which leads to a 100×100 grid. The covariance
matrix that must undergo EVD is thus 10,000×10,000, which
is clearly expensive. (2) Even though the covariance matrix is
sparse, each physical random variable after PCA will end up de-
pending on almost every new random variable, since the system
has 10,000 significant degrees of freedom. Thus the transformed
timing quantities will contain about 10,000 terms, which greatly
slows down the atomic SSTA operations with increased amount
of computation and memory consumption.

The second technique in the literature is to handle spatial cor-
relation directly during SSTA operations [6], i.e., perform statis-
tical operations with basis random variables that are correlated.
For the same example as above, to perform the max/min oper-
ation on two arguments whose sensitivity vectors are A and B,
one first needs to find their correlation coefficient. This requires
computation of an inner product of AT V B with V being the
10,000×10,000 covariance matrix. This repeated computation
is unacceptably slow for large circuits.

B. Scalable spatial correlation modeling

In this Section, we seek a sustainable and scalable solution by
directly exploiting the spatial sparsity of the correlation.

In a similar vein as [8, 4], we employ a grid to model spatial
correlation. Unlike previous attempts, however, we use a hexag-
onal grid as shown in Fig. 4. The reasons that the hexagonal grid
is preferable are: (1) the hexagonal grid is the most isotropic
among regular grids which can uniformly tile 2D space, which
helps to achieve high accuracy and efficiency in approximating
the spatial correlation function; (2) a hexagonal cell has only 6
immediate neighbors (all sharing 1 edge and 2 vertices) while
a rectangular cell has 8 neighbors (some sharing an edge, and
some sharing only a vertex), hence we can get by with fewer
terms in a linear model. Nonetheless, it should be noted that our
technique can be applied to other grid schemes as well.

Each grid cell has a physical random variable ΔXS associ-

c

a b d e

Fig. 4. Hexagonal grid.

ated with it. Delays and slews are modeled as a function of
the physical random variable of the grid cell where the gate or
wire occurs. Physical random variables are correlated in order to
model spatial correlation. We also associate an independent unit
Gaussian virtual random variable (i.e., without physical mean-
ing) with each grid cell. We express the physical random vari-
able ΔXS of each grid cell as a linear combination of the virtual
random variables of its own cell and its neighbors. For sim-
plicity of presentation, we consider only immediate neighbors.
Mathematically, the model is

ΔXS = asdΔYc + ald

6∑

k=1

ΔYN,k (4)

where ΔYc and ΔYN,k are the virtual random variables of the
grid cell of interest and its six immediate neighbors; asd repre-
sents short-distance correlation, and ald represents long-distance
correlation; these coefficients are chosen to best represent the
decay of correlation with distance. To preserve isotropic behav-
ior, the coefficients ald are the same for all immediate neighbors.
Because global variation ΔXi and uncorrelated variation ΔXR

are explicitly modeled in (3), the spatial correlation coefficient
of ΔXS varies from 1 to 0 as a function of distance.

Fig. 5 shows the distance characteristics of a hexagonal grid,
which are summarized in Table I. Consider a first instance at the

TABLE I
CORRELATION COEFFICIENT AS A FUNCTION OF DISTANCE.

Range of Circles 2nd Shared ρ

distance d inst. vars.

[0, R] 1 → 3 a 1c+6n a2

sd
+ 6a2

ld

[
√

3

2
R,

√
7R] 2 → 6 b 0c+4n 2asdald + 2a2

ld

[2R, 4R] 4 → 8 c 0c+2n 2a2

ld

[3
√

3

2
R,

√
19R] 5 → 9 d 0c+1n a2

ld

[
√

13R,∞] 7 → 10 e 0c+0n 0

center of grid cell a. Now consider a second instance at varying
distances d from the first one as shown by the concentric circles
in the Figure. Assuming R to be the radius of the circumscribing
circle of any hexagon, the second instance must be at a distance
between 0 and R to be in the same cell a (i.e., lie between con-
centric circles 1 and 3), and thereby share 1 cell virtual variable
and 6 neighbor variables. This is shown in the first row of the
table as 1c+6n and the corresponding correlation coefficient is
shown in the last column. If the second instance is in cell b, the
distance range is

√
3R/2 to

√
7R between concentric circles 2

and 6, and four neighbor virtual variables are shared. Similar
considerations allow us to fill out the rest of the table. Note that
the distances form overlapping regions.

4A-5

312



5

2 3
4

1

7
8

10
9

6

b

c

d e
a

e

Fig. 5. Distance characteristics of hexagonal grid.

Nearby physical variables share more common dependencies
than distant variables, and hence are more correlated. We ap-
proximate the specified correlation function with a stepwise con-
stant function. For a given technology, we perform a one-time
fitting procedure to determine the proper grid size and the co-
efficients asd and ald. This is formulated as an optimization
problem that minimizes either the least square error or maxi-
mum absolute error between the given correlation function and
the stepwise constant approximation. Solving such an uncon-
strained minimization problem in 3 variables is straightforward,
hence we omit the details.

Additional accuracy can be obtained by including dependence
on second-order neighbors, increasing the number of terms in
(4) from 7 to 19. Our experiments showed, however, that consid-
ering immediate neighbors provides sufficient accuracy. Fig. 6
illustrates the approximation of two spatial correlation func-
tions: Gaussian and exponential, respectively.

0 5 10
0

0.5

1

(a) Gaussian function

0 5 10
0

0.5

1

(b) Exponential function

aver. err.=6.6% aver. err.=7.8%

Fig. 6. Approximation of correlation functions.

C. Fast indexing
An efficient indexing scheme was developed to locate the grid
cell containing any point on the chip and its neighbors. Denote
nr as the number of cells in a row, so that cell indices at each row
k start from k × nr for k ≥ 0 (see Fig. 7, nr = 5). We overlay
an auxiliary rectangular grid as shown in Fig. 7 on top of the
hexagonal grid, and denote the horizontal and vertical indices
for each rectangular cell as (ihr, ivr), all starting at zero. The
index of the left hexagonal cell covered by each rectangular cell
is

i = ivr · nr + 2 · ihr. (5)

Given any point (x, y) on the chip, it is straightforward to find
(ihr, ivr) based on the rectangular grid. Then (5) gives us the
index of the left hexagon within the rectangle and depending on
(x, y)’s location within the rectangle, the final index is computed
by referring to the right side of Fig. 7 which depicts the offsets
of the four hexagonal cells touched by a rectangular cell.

Fig. 7. Hexagonal index scheme.

D. Timing with spatial correlation

The delay of each arc of the timing graph is first modeled
in terms of physical variables, and then transformed to virtual
space. All statistical calculations are conducted on virtual vari-
ables. During statistical timing, when a clock and data arrival
time are compared at a flip-flop to evaluate a timing test, these
arrival times automatically contain a geometrical “trace” or “his-
tory” of the grid cells traversed by the most critical path or paths
leading up to the flop. Thus common dependencies on grid cells
and nearby neighbors cancel out, thus obtaining spatial timing
credit automatically.

Compared with the PCA-based approach, the main benefits
of the proposed method are: (1) no EVD, matrix multiplication
or other matrix operations; (2) spatial sparsity of the correlation
matrix is directly exploited; (3) the extended canonical forms
remain reasonably short and sparse, and the overhead of accom-
modating spatial correlation is small; (4) the method scales to
very large chip designs; and (5) it is easy to trace the areas of the
chip that contribute to spatial variation based on the canonical
form of the timing quantity of interest.

IV. STATISTICAL TIMING METHODOLOGY

The early/late split has numerous pernicious effects, includ-
ing the requirement of a path-based non-incremental algorithm
CPPR. What we require to eliminate CPPR is that the clock net-
work should have the same early and late delays. In the data
network, the early/late split can be either retained, partially elim-
inated or fully eliminated, depending on the level of pessimism
reduction desired and the confidence in the delay models.

The independently random part poses a problem in the case of
path re-convergence in general, and CPPR in particular. If the ar-
rival time at the frontier point as shown in Fig. 1 has an indepen-
dently random part which survives to the clock and data pins of
the capturing flop (CF), the independently random parts should
cancel each other out. But since the “source” of the indepen-
dently random part is lost during timing traversal, a straightfor-
ward approach would treat this situation conservatively, which
results in additional pessimism. Our solution is to introduce
new global random variables at potential frontier points of the
clock tree1. While this may seem expensive, three techniques
are applied to improve efficiency: (a) the independently random
part of a frontier point arrival time has to exceed a threshold for
a new random variable to be introduced; (b) small sensitivities
are accumulated into an independently random term as timing
proceeds, and at each node of the timing graph, random vari-
ables with small sensitivities are pruned; (c) canonical forms are

1[6] introduced new random variables to handle re-convergent fanout rather
than to explicitly target CPPR.
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stored in a sparse format so as to avoid storing of zero-valued
sensitivities. With these techniques, introduction of new random
variables turns out to pose a relatively small overhead. Because
of the explicit modeling of independently random variation, sta-
tistical cancellation credit is automatically obtained without any
undue pessimism.

We propose a novel statistical timing methodology shown in
Fig. 8. The first step is to use a grid-based approach to handle
spatial correlation. A hexagonal grid with proper size is deter-
mined and overlaid on top of the chip. The second step is to
convert the variational delay model into the extended canonical
delay model (3), which assigns systematic variability partially
or fully to a spatial random variable ΔXS . The third step is
the mapping of spatial random variables to a set of independent
virtual random variables for statistical timing. Once the mod-
eling has been done, the next step is to introduce new random
variables to represent independent variation at all potential fron-
tier points of the clock tree. Finally, we conduct a block-based
statistical timing in terms of the global sources of variation, in-
dependent virtual random variables, and the newly introduced
random variables at divergence points of the clock tree.

"physical" spatial random variables

Variational modeling

Intrinsic Systematic Random

Map physical spatial random variables

to "virtual" independent random variables

Superpose grid on chip surface and create

independent randomness at clock frontier points

Introduce new global random variables to model

Block-based statistical timing

Reports and timing queries

Fig. 8. The proposed timing methodology.

The benefits of our proposed flow are: (a) fully incremental
because of the block-based nature of our timing; (b) controlled
amount of pessimism reduction; and (c) correct treatment of all
three types of variation. The efficiency, incrementality and pes-
simism reduction features lend themselves well both to timing
sign-off and timing optimization.

V. EXPERIMENTAL RESULTS

A. Spatial correlation results

Three 90 nm industrial ASIC designs, whose sizes range from
10K to 100K gates are used to show the effectiveness of our
spatial correlation modeling technique. Among the six process
parameters in our experiments, we only allow one to have spatial
correlation with a linear decay function. The 3-sigma variation
of this spatially correlated process parameter is 15% of its nom-
inal value, consisting of 20% for chip-to-chip variation, 60% for
spatial correlation, and 20% for independently random variation.
The 3-sigma variation for the rest of the process parameters is

set to be 5% in total. This setting accentuates the effect of spa-
tial correlation. For comparison purposes, we implemented the
PCA-based approach with a sparse EVD algorithm, which we
use as a baseline for comparisons.

Table II compares the accuracy between our approach and the
existing PCA approach. The correlation distance d is shown in
column 2, and the grid cell size R is in column 3. Compared to
the grid size R, the correlation distance d in this experiment is
purposely chosen to be relatively large, which favors the PCA-
based approach. We compare the mean and standard deviation
of the circuit delay from both approaches. We observe that our
approach achieves the same mean delay value as the PCA-based
approach, and sigma is almost the same as the one from the
PCA-based approach.

TABLE II
COMPARISON OF TIMING ACCURACY.

d R PCA (ns) Ours (ns)
Chip (μm) (μm) Mean Sigma Mean Sigma
D1 400 80 3.715 0.178 3.715 0.176
D2 400 80 4.210 0.624 4.210 0.652
D3 4000 800 11.45 0.918 11.45 0.987

We also compare runtime performance between our approach
and the PCA-based approach in Table III for design D1. Vari-
ous grid cell sizes R are tested. As shown in Table II, when the
grid cell size is small, the PCA-based approach slows down due
to the large number of grid cells. The resulting large correla-
tion matrix makes EVD the computational bottleneck. In con-
trast, our proposed method is almost insensitive to the number
of grid cells. Compared to the PCA-based approach, our method
achieves more than 150× speedup.

TABLE III
RUN TIME COMPARISON FOR D1.

R (μm) 160 80 40 20 10
Cell # 63 143 378 1167 4599

PCA (sec.) 127 124 128 390 17703
Ours (sec.) 80 80 83 87 98

We also compare the runtime and memory usage of our ap-
proach with basic SSTA without modeling spatial correlation.
The runtime and memory overheads are both less than 50%.

B. Timing methodology comparison

We compare the proposed statistical timing methodology to an
existing production multi-corner timing methodology based on
case studies of two large 90 nm industrial designs, D4 and D5.
D4 is a 69.2 mm2 chip containing 227,286 placeable objects,
while D5 has 387,488 objects2 with an area of 22.2 mm2.

In the case of multi-corner timing, timing credits due to spa-
tial correlation and statistical cancellation of independently ran-
dom variation are obtained in relation to an initial timing run, in
which the spatial and random components of delays contribute
to the early/late split. To compare multi-corner and statistical re-
sults, we project the statistical slacks to their worst corner values
as follows: depending on the sign of each sensitivity, the corre-
sponding process parameter is moved to its +3σ or -3σ corner to
convert the canonical slack into a single number. In other words,

2Some of the placeable objects are large macros or memory blocks, so in this
case the larger chip has fewer objects.
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the statistical timing was configured to behave like multi-corner
timing for the purpose of comparison.

Two scenarios are tested. The first scenario is without spatial
correlation, i.e., we lump the spatial variation into the chip-to-
chip variation bucket. The second scenario is with spatial cor-
relation and the correlation distance is set as d = 200μm. Ta-
ble IV shows the slack and CPU time comparisons between the
multi-corner timing (MSTA) and the proposed statistical timing
(SSTA). We report the difference between all timing test slacks,
and the biggest (“Maxdiff”), smallest (“Mindiff”) and average
absolute (“Avgdiff”) differences are shown. We also report the
CPU time on an IBM 1.9 GHz Power 4 Risc/System 6000 ma-
chine. On average, the SSTA flow produces timing results with
less pessimism than the multi-corner flow even with its results
projected to the worst corner, and the relative speedup of SSTA
over MSTA ranges from 4× to 8×.

TABLE IV
COMPARISON OF TIMING METHODOLOGIES.

Scenario Chip SSTA-MSTA slack (ps) SSTA MSTA
Maxdiff Mindiff Avgdiff (sec.) (sec.)

No Spat. D4 311 -84 8 357 2682
D5 667 -73 40 1523 6203

With Spat. D4 327 -64 20 395 2658
D5 631 -93 101 1634 6207

We also show the slack differences between multi-corner tim-
ing and statistical timing on design D1 graphically. The slack
comparison without and with consideration of spatial correlation
is shown in Fig. 9. The x-axis shows multi-corner timing slacks;
while the y-axis shows the worst-case projected statistical tim-
ing slacks. Both plots have about 15,000 data points. The results
indicate a good correlation between these two approaches. Dif-
ferences are seen in the range of [-50ps, 50ps], which arise due
to both modeling differences and the different approaches taken
to handle spatial correlation. In most cases, SSTA achieves re-
duced timing pessimism compared to MSTA, even though the
results from SSTA have been projected to the unlikely region of
a worst-case corner.
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Fig. 9. Comparison between multi-corner and statistical timing.

To verify the statistical results, Monte Carlo analysis was con-
ducted on the smaller design D3. We find that the relative error
of the mean of the slack distribution is 0.6%, while the worst-
case projected slack is within 2.6% of the Monte Carlo results.

Spatial correlation is handled by creating a grid and introduc-
ing a new “virtual” random variable for each grid cell. This in-
creases the memory consumption of the proposed statistical tim-
ing methodology. The introduction of global random variables
to represent independent randomness at potential frontier points
in the clock network increases memory further. For example,
for chip D4, introducing these random variables blows up the

memory consumption from 448 MB to 1.03 GB. To tame this
problem, a sparse filtering technique was implemented whereby
small sensitivities are pruned off (and combined into the inde-
pendently random term). Since zero-valued sensitivities are not
stored, this leads to big memory savings. With a sensitivity fil-
tering threshold of 1 ps/σ, the memory consumption is reduced
to 550 MB, with only slightly changed timing slack (5 ps or less)
among all timing tests.

The results above demonstrate the pessimism reduction ca-
pability of statistical timing when spatial correlation is treated
statistically. The memory overhead is controllable by sparse fil-
tering. We should also not lose sight of the fact that the statis-
tical methodology covers the entire process space (like the full-
blown multi-corner approach), but is incremental. This makes
it a good candidate for guiding physical synthesis, optimization
and fix-up.

VI. CONCLUSIONS AND FUTURE WORK

This paper presented a novel methodology to accurately han-
dle chip-to-chip, within-chip spatial and within-chip indepen-
dently random variations. It is a statistical timing methodology,
which possesses many benefits, chief among them being linear
run time and fully incremental operation, reminiscent of simpler
days prior to the advent of the early/late split. The proposed
methodology was implemented in an industrial timer in a man-
ner fully compatible with traditional multi-corner timing. Ex-
periments on large designs proved that timing results of the new
methodology correlate very well with both Monte-Carlo and tra-
ditional multi-corner timing.
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