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Abstract

A typical automatic face recognition system is composed
of three parts: face detection, face alignment and face
recognition. Conventionally, these three parts are processed
in a bottom-up manner: face detection is performed first,
then the results are passed to face alignment, and finally
to face recognition. The bottom-up approach is one ex-
treme of vision approaches. The other extreme approach
is top-down. In this paper, we proposed a stochastic mix-
ture approach for combining bottom-up and top-down face
recognition: face recognition is performed from the results
of face alignment in a bottom-up way, and face alignment
is performed based on the results of face recognition in
a top-down way. By modeling the mixture face recogni-
tion as a stochastic process, the recognized person is de-
cided probabilistically according to the probability distri-
bution coming from the stochastic face recognition, and the
recognition problem becomes that “who the most probable
person is when the stochastic process of face recognition
goes on for a long time or ideally for an infinite duration”.
This problem is solved with the theory of Markov chains
by modeling the stochastic process of face recognition as a
Markov chain. As conventional face alignment is not suit-
able for this mixture approach, discriminative face align-
ment is proposed. And we also prove that the stochastic
mixture face recognition results only depend on discrimi-
native face alignment, not on conventional face alignment.
The effectiveness of our approach is shown by extensive ex-
periments.

1. Introduction
A typical automatic face recognition (AFR) system is

composed of three parts: face detection, face alignment and
face recognition. Given images containing faces, face de-
tection tells where the faces are, face alignment locates the
key feature points of faces, and finally face recognition de-
termines who the face is. Many algorithms have been pro-
posed for human face recognition [5, 22]. However, they
only focused on each part of the AFR system. Convention-
ally, these three parts are processed as follows: face detec-

tion is performed first, then the detection results are passed
to face alignment, and finally results of face alignment are
passed to face recognition. This is a bottom-up approach,
as shown in Figure 1(a). However, as we know, bottom-up
is one extreme of the vision approaches. The other extreme
one is the top-down approach [2].

In the bottom-up approach, each level yields data for
the next level. It is a data-driven approach. It uses only
class-independent information, and does not rely on class-
specific knowledge. For such AFR systems, face detec-
tion and face alignment do not use the knowledge about
the classes of the persons to be recognized. As it is simple
and general, the bottom-up approach is at first glance ap-
pealing on neurological and computational grounds. It has
influenced much classical philosophical thought and psy-
chological theory. In order that the bottom-up approach is
practical, there are two conditions that it must satisfy [2]:
(a) Domain-independent processing is cheap; and (b) For
each level, the input data are accurate and it yields reliable
results for the next level. As face detection and face align-
ment are rather cheap now and they also provide reason-
ably reliable results, the bottom-up approach is dominant
in the face recognition field. However, there are three in-
herent problems: (1) Class-independent face detection and
face alignment may fail for some classes of persons to be
recognized, although they are generally good. (2) If face
detection fails to detect the face or if face alignment can not
correctly locate the feature points, the face recognition will
usually fail. (3) The recognition process is one-off and de-
terministic. Once the recognition fails, the false recognition
can not be corrected later.

These problems as well as the fact that the vision process
does not purely run bottom-up suggests another vision ap-
proach: the top-down approach. In the top-down approach,
the higher level guides the lower level. It makes use of the
class-specific knowledge. With class-specific knowledge,
the top-down approach could do better for the objects where
the knowledge comes from [2, 4]. However, the difficulties
with the top-down approach are: (1) There may be large
variations within the classes. If the variations can not be
properly modelled, they will introduce unexpected errors.
(2) In order to model the large variations, various models
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could be used. The problem is how to choose these models
for a particular test example. (3) More efforts are needed
to build model for the class-specific knowledge. With the
top-down approach for the AFR system, face alignment and
face detection can be built based on the classes of persons
to be recognized and face recognition guides face alignment
and face detection. The top-down face recognition is shown
in Figure 1(b).

In order to draw on the relative merits of bottom-up and
top-down approaches, a judicious mixture of them will be
better [2, 3]. The mixture approach of bottom-up and top-
down for face recognition is shown in Figure 1(c). We
call it mixture face recognition. In this paper, we propose
to incorporate class-specific knowledge to face alignment
and combine it with the traditional bottom-up approach.
More specifically, this paper will concentrate on combining
face recognition and face alignment. Discriminative face
alignment (DFA) is proposed to incorporate class-specific
knowledge, where a face alignment model is trained for
each person. DFA can give good results for itself and bad
results for others. So, it can provide discriminative fea-
tures for face recognition. With the discriminative face
alignment, an stochastic mixture face recognition approach
is proposed to combine the bottom-up and top-down face
recognition, which is properly modeled by a Markov chain.

The rest of the paper is arranged as follows. In Sec-
tion 2, we present the discriminative face alignment with
active shape models. The stochastic mixture face recogni-
tion approach with Markov chain is described in Section 3.
Experiments are performed in section Section 4 before con-
clusions are drawn in Section 5.
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Figure 1. Face Recognition Strategies

2. Discriminative Face Alignment

As the top-down approach needs to incorporate class-
specific knowledge to face alignment, discriminative face
alignment (DFA) is proposed in this paper. It builds a face
alignment model for each person to be recognized. This
is different from conventional face alignment, which con-
centrates on general purpose face alignment (GPFA). GPFA
builds the model from faces of many persons other than the
persons to be recognized in order to cover the variance of

all the faces. So it attains the ability of generalization at
the cost of specialization. This is to serve for the bottom-
up approach. Moreover, GPFA doesn’t consider its higher-
level tasks. However, the requirements of different tasks
may be different, for example, face recognition needs dis-
criminative features whereas face animation requires accu-
rate positions of key points. So it would be better to con-
sider the higher-level task for effective face alignment. As
face recognition needs discriminative features, it would be
better that face alignment could also give discriminative
features. However, the goals of GPFA used in bottom-up
approaches is accurate localization. Therefore, the perfor-
mance of GPFA is not directly related to the performance
of the face recognition system. On the contrary, DFA can
provide accurate localization to extract good features to rec-
ognize the person on which its model is built. On the other
hand, if a being-recognized person is not the person with the
discriminative alignment model, the discriminative align-
ment model will give bad localization so as to extract bad
features to prevent the being-recognized person from being
recognized as the person with the discriminative alignment
model. So, DFA can provide discriminative features for face
recognition, which makes it better than GPFA.

2.1. Active Shape Models

Active Shape Models (ASM)[8] and Active Appearance
Models (AAM)[6, 7] are most popular face alignment meth-
ods. ASM uses the local appearance model, which repre-
sents the local statistics around each landmark to efficiently
find the target landmarks. The solution space is constrained
by the properly trained global shape model. AAM com-
bines constraints on both the shape and texture. The result
shape is extracted by minimizing the texture reconstruction
error. According to the different optimization criteria, ASM
performs more accurately in shape localization while AAM
gives a better match to image texture. In this paper, ASM
is used for DFA. However, similar idea can be also applied
for AAM.

ASM is composed of two parts: the shape subspace
model and the search procedure. The shape subspace model
is a statistical model for the tangent shape space and the
search procedure is to use the local appearance models to
locate the target shapes in the image. Some efforts concen-
trate on the search procedure [20, 15, 14, 17, 19, 9], while
others focus on the subspace model [13, 10, 21]. However,
all of these methods only concentrate on GPFA, called GP-
ASM in this paper.

To train the ASM shape model, the shapes should first
be annotated in the image domain. Then, these shapes are
aligned into those in the tangent shape space with the Pro-
crustes Analysis. The ASM shape model is represented
by applying principle component analysis (PCA), it can be

2



216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269

270
271
272
273
274
275
276
277
278
279
280
281
282
283
284
285
286
287
288
289
290
291
292
293
294
295
296
297
298
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321
322
323

FG2008 Submission. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.

written as:
S = S̄ + Φts (1)

where S̄ is the mean tangent shape vector,
Φt = {φ1|φ2| · · · |φt}, which is a submatrix of Φ (the
eigenvector matrix of the covariance matrix), contains
the principle eigenvectors corresponding to the largest
eigenvalues, and s is a vector of shape parameters. for a
given shape , its shape parameter is given by

s = ΦT
t (S − S̄) (2)

2.2. Discriminative Active Shape Model

To build a discriminative active shape model, called D-
ASM, for each person, the straightforward way is to collect
some samples for each person and train the ASM model
with these samples. For an AFR system, if images of each
person are labelled during enrollment or registration, the D-
ASM model could be built directly from these samples. One
problem is that there should be enough variation of each
person, otherwise the discriminative alignment model can
not generalize well to other faces of the same person. La-
belling some images is possible for each person, for exam-
ple, during enrollment, images can be manually or semi-
automatically labelled with the help of constrained search
[7] or GP-ASM. And face variation could also be acquired
for each person, for example, in the BANCA database [1],
each person are recorded 5 images with face variation by
speaking some words. Gross et al. [12] proposed a per-
son specific face alignment, which is technically similar
to D-ASM. However, person specific model is assumed to
be built for applications where the identity of the face is
known, such as interactive user interface, and it is used to
improve the face alignment accuracy. It does not provide
discriminative features for face recognition.

2.3. Discriminative Features from D-ASM

As D-ASM is able to give good alignment for itself and
bad alignment for others, it can provide discriminative fea-
tures for face recognition, i.e. positions of key feature
points. There are small errors of key feature points for good
alignment and larger errors for bad alignment. After align-
ment is performed, key feature points are used to extract the
image patch for recognition. As D-ASM can provide ac-
curate alignment of itself and bad alignment for others, the
key feature points are discriminative for different persons.

3. Face Recognition with Markov Chain
In this section, the stochastic mixture face recognition is

first be introduced. Then, the theory of Markov chains is
presented. Finally, the mixture face recognition is modeled
with a Markov chain and the recognition problem is solved
with the basic limit theorem of Markov chains, which also

prove that the recognition is only dependent on DFA, not
GPFA.

3.1. Stochastic Mixture Face Recognition

However, the major problem with DFA is how to decide
which model to use, which is one of the difficulties of the
top-down approach as discussed in Section 1. To deal with
this problem, an stochastic mixture approach is proposed
to combine DFA and face recognition. The idea is shown
in Figure 2. The whole recognition process works in an
iterative way: face recognition is performed from the re-
sults of DFA in a bottom-up way; then, appropriate DFA
models are chosen based on the results of face recognition
to further improve face alignment in a top-down way; and
face recognition is further improved with the improved face
alignment, and the process continues in the same way. Fur-
thermore, the mixture face recognition is performed prob-
abilistically. It can be viewed as a stochastic process, as
illustrated in Figure 3:

• For the first-round or initial recognition, GPFA is ap-
plied for face alignment. With the initial recognition
result, the first-round recognized person i0 is randomly
decided according to an initial recognition probabil-
ity distribution which comes from the initial recogni-
tion. This is different from the traditional deterministic
recognition, in which the recognized person is chosen
with the highest recognition confidence. The problem
with the deterministic recognition is that once the ini-
tial recognition is wrong, there is no way to correct it.
However, with the probabilistic recognition, the false
initial recognition can be corrected later.

• For the second-round recognition, face alignment
is performed with the discriminative face alignment
model of person i0. With the alignment result, the
second-round face recognition is applied. Similar to
the first-round recognition, the second-round recog-
nized person i1 is chosen according to the recognition
probability distribution which comes from the second-
round face recognition. And the recognition process
goes on and on in the same way.

Now, the recognition problem becomes that who the
most probable person is when the stochastic recognition
process goes on for a long time or ideally for an infinite
duration. This problem can be solved with the theory of
Markov chains.

3.2. Markov Chains

“A discrete time Markov chain is a Markov process
whose state space is a finite or countable set, and whose
(time) index set is T = (0, 1, 2, . . .).”“A Markov process
{Xt} is a stochastic process with the property that, given

3
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Figure 2. Mixture Face Recognition
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Figure 3. Stochastic Face Recognition with Markov Chain

the value of Xt, the values of Xs for s > t are not influ-
enced by the values of Xu for u < t. [16]” In formal terms,
the Markov property for a discrete time Markov chain is
that:

Pr{Xn+1 = in+1|Xn = in, Xn−1 = in−1, . . . , X0 = i0 }
= Pr{Xn+1 = in+1|Xn = in} (3)

where Pr{·} denotes the probability function.
Given that the chain is in state i at time n, i.e. Xn = i,

the probability of the chain jumping to state j at time n+1,
i.e. Xn+1 = j, is called one-step transition probability and
denoted by Pn,n+1

ij . That is,

Pn,n+1
ij = Pr{Xn+1 = ij |Xn = i} (4)

If Pn,n+1
ij is independent of the variable n, we say that the

Markov chain has stationary transition probabilities, i.e.
Pn,n+1

ij = Pij . In this case, the matrix P = {Pij} is called
the transition probability matrix.

To specify a discrete time Markov chain with station-
ary transition probabilities, three kinds of parameters are
needed:

• State space S. S is a finite or countable set of states
that the random variables Xi may take on. For a finite

set of states, the state space can be denoted as S =
{1, 2, . . . , N}.

• Initial distribution π0. This is the probability distri-
bution of the Markov chain at time 0. For each state
i ∈ S, we denote by π0(i) the probability Pr{X0 = i}
that the Markov chain starts out in state i. π0(i) satis-
fies the following conditions

π0(i) ≥ 0 (i ∈ S) (5)∑
i∈S π0(i) = 1 (6)

• Transition probability matrix P = {Pij}. Pij is the
probability of transition from state i to state j. It satis-
fies the following conditions

Pij ≥ 0 (i, j ∈ S) (7)∑
j∈S Pij = 1 (i ∈ S) (8)

In the rest of this paper, “Markov chain” represents “dis-
crete time Markov chain with stationary transition probabil-
ities”.

3.3. Markov Chain for Mixture Face Recognition

The stochastic mixture face recognition process can be
modeled with a Markov chain. As introduced in Section 3.2,
three kinds of parameters are needed to be specified:

• State space S. The states are the persons to be rec-
ognized. Suppose that there are N persons to be rec-
ognized. So, the state space can be denoted as S =
{1, 2, . . . , N}.

• Initial distribution π0. This is the first-round or initial
recognition probability distribution coming from the
initial face recognition. GPFA is used for face align-
ment.

Assume that the face recognition algorithm produces
recognition distance di

r for person i. Then, a weight
wi is associated with each person, which is defined as:

wi = exp(− di
r

σ2
) (9)

Then, the initial probability for person i is

π0(i) =
wi∑N
i=0 wi

(10)

• Transition probability matrix P = {Pij}. Pij is the
probability with which person j will be recognized in
the next round when person i is recognized in current
round. DFA is used with the model of person i. The
combined recognition distance from Equation (??) is

4
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used. A weight wij is defined between person i and j
as follows:

wij = exp(−dij
r

σ2
) (11)

Then, the transition probability from person i to person
j is defined as:

Pij =
wij∑N
i=0 wij

(12)

With this modeling, the face recognition problem, i.e. who
the most probable person is when the stochastic recognition
process goes on for a long time or ideally for an infinite du-
ration, can be solved by the limiting distribution of Markov
chains. The limiting distribution π means that after the pro-
cess has been in operation for a long duration the probabil-
ity of finding the process in state i is π(i). So, the most
probable person is the person with the highest π(i).

Because all the elements are strictly positive, the transi-
tion probability matrix for mixture face recognition is reg-
ular [16]. According to the basic limit theorem of Markov
chains, a Markov chain with a regular transition probabil-
ity matrix has a limiting distribution π which is the unique
nonnegative solution of the following equations:

π = πP (13)∑

i∈S
π(i) = 1 (14)

Equations (13) and (14) shows that the limiting distribu-
tion is only dependent on the transition matrix P, not on
the initial distribution π0. In other words, it proves that the
recognition only depends on the DFA (which is used to gen-
erating P), not on GPFA (which is used to generating π0).

4. Experiments

In this section, we perform experiments on the BANCA
face database [1]. First, experiments is experiments is con-
ducted to evaluate the discriminative features from D-ASM.
Then, the recognition is evaluated.

The CSU Face Identification Evaluation System [11] is
utilized to test the performance of the stochastic mixture
face recognition.

Face detection is performed with an AdaBoost face de-
tector [18]. For images with no detected face or more than
two detected faces, we manually give the the face detec-
tion or manually choose the correctly detected face. After
face alignment, the images are registered using eye coordi-
nates and cropped with an elliptical mask to exclude non-
face area from the image. After this, the grey histogram
over the non-masked area is equalized.

4.1. Discriminative Features from Discriminative
Face Alignment

This subsection will validate the statements in Sec-
tion 2.3 that discriminative face alignment can provide dis-
criminative features. The experiments are performed on the
BANCA database. We manually labelled 5 images of each
of the 52 persons in session 1 and these images are used to
train D-ASM. And GP-ASM is trained on the labelled im-
ages in session 1 from the other group, i.e. from G1 and
G2 alternatively. The testing images are from session 2,
each person with 2 images whose faces are manually la-
belled. So there are totally 104 testing images. The results
are evaluated by the average reconstruction error (RecErr)
and the average point-to-point errors of all the feature points
(AllErr), the key feature points (KeyErr) (including eye cen-
ters, nose tip and mouth center) and eye centers (EyeErr) .
To get the reconstruction error, the texture PCA model is
built from another 200 labelled faces. Four kinds of experi-
ments are conducted: (1) GP-ASM-A: GP-ASM is used to
align all the testing images; (2) D-ASM-O: D-ASM is used
to align all the testing images of other persons. (3) D-ASM-
S: D-ASM is used to align only the testing images of itself.
Results are shown in Table 1. Some examples are shown in
Figure 4. Figure 4(a)-(c) is for GP-ASM-A; Figure 4(d)-(f)
is for D-ASM-O; Figure 4(g)-(i) is for D-ASM-S. These re-
sults show that D-ASM-S gives more accurate results than
GP-ASM, and it can give significantly better results than D-
ASM-O. This clearly shows that D-ASM can provide dis-
criminative features.

AllErr KeyErr EyeErr RecErr
GP-ASM-A 4.88 3.33 3.23 15.18
D-ASM-O 9.75 6.93 6.67 36.77
D-ASM-S 3.05 2.20 2.10 13.42

Table 1. Results of GP-ASM and D-ASM

4.2. Mixture Face Recognition on BANCA

The BANCA database contains 52 subjects (26 males
and 26 females). Each subject participated in 12 recording
sessions in different conditions and with different cameras.
Session 1-4 contain data under controlled conditions while
sessions 5-8 and 9-12 contain degraded and adverse scenar-
ios respectively. To minimize the impact of illumination and
image quality, we choose to use session 1-4.

For BANCA, we manually labeled 87 landmarks for ses-
sion 1, i.e. totally 260 (= 52 ∗ 5) faces. Session 2 - 4 client
attack faces are used for testing, totally 780 (= 52 ∗ 15)
faces. So, there are 260 faces as gallery, and 780 faces as
probe.

We manually labelled the training set of MC configu-
ration for each person with five images in session 1. D-
ASM is trained on five images for each person; and GP-
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 4. Face Alignment Examples of GP-ASM and D-ASM

ASM is trained on the labelled images in session 1 from
the other group, i.e. from G1 and G2 alternatively. Results
are shown in Table ??, where PCA-M and LDA-M stands
for the stochastic mixture recognition with PCA and LDA.
From the results, we can find that the stochastic mixture
face recognition can consistently and significantly improve
the performance.
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Figure 5. Face Recognition Results with PCA

0.75

0.77

0.79

0.81

0.83

0.85

0.87

0.89

0.91

0 1 2 3 4 5

rank

p
re

ci
si

on auto alignment

Markov

 

Figure 6. Face Recognition Results with LDA

5. Conclusions
Conventional face recognition is only a bottom-up ap-

proach. This paper proposed to use the top-down approach
and combine it with the bottom-up approach. In particular, a
stochastic mixture approach is proposed for combining face
alignment and face recognition. The recognition process
works as a stochastic process, and it is properly modeled
by a Markov chain, and the recognition problem is solved
with the basic limit theorem of Markov chains. Discrimi-
native face alignment is also proposed to incorporate class-
specific knowledge, and it can provide discriminative fea-
tures for better face recognition. Proof is done to show that
the face recognition results are dependent only on discrim-
inative face alignment, not on conventional face alignment.
Experiments demonstrated that the mixture face recogni-
tion algorithms can consistently and significantly improve
the face recognition performance. Future work includes im-
proving other face recognition algorithms with the stochas-
tic mixture face recognition and incorporating face detec-
tion in the whole mixture face recognition framework.
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