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Abstract

The purpose of this study was to detect effective connectivity (EC) changes in the default mode network and
hippocampus network in 20 patients with Alzheimer’s disease (AD) and 20 cognitively normal (CN) subjects,
using multivariate Granger causality. The authors used the maximum coefficients in the multivariate autoregres-
sion model to quantitatively measure the different EC strength levels between the CN and AD groups. It was
demonstrated that the EC strength difference can classify AD from CN subjects. Further, the right parahippocam-
pal gyrus (PHP_R) showed imbalanced bidirectional EC connections. The PHP_R received weaker input con-
nections from the neocortices, but its output connections were significantly increased in AD. These findings
may provide neural physiological mechanisms for interpreting AD subjects’ memory deficits during the encoding
processes.
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Introduction

ALZHEIMER’S DISEASE (AD) is a progressive, age-related
neurodegenerative disease that is the most frequent
form of age-related dementia. AD destroys brain cells, caus-
ing memory, cognitive, and behavioral problems. This is
often severe, affecting work, lifelong hobbies, and social
life. Resting-state functional magnetic resonance imaging
(R-fMRI) has been used extensively to diagnose AD (Chen
et al., 2011; Greicius et al., 2004; Li et al., 2002) and assess
treatment (Goveas et al., 2011; Li et al., 2012; Sole-Padulles
etal., 2013). These studies were based on the cross-correlation
coefficient between the spontaneous blood oxygen level-
dependent (BOLD) signals in the brain. However, the
functional connectivity calculations, which are based on a
synchronous relationship, provided no directional informa-
tion, known as effective connectivity (EC) or causal connec-
tion, among brain regions.

Recent developments demonstrated that the EC between
two signals can be detected with two popular methods:
Granger causality (GC) (Granger, 1969) and dynamic causal
modeling (DCM) analyses (David et al., 2006). Both meth-
ods have shown distinct and complementary functions in re-
lation to the detection of causality (Friston et al., 2013). They

differ in that the DCM method is highly dependent on the
predefined or hypothesis models, whereas the GC technique
does not need predefined model. On the other hand, the spec-
ification and interrogation of the DCM model allow us to bet-
ter determine the hidden causality (Boly et al., 2012), which
is specified by the model assumption. The present study fo-
cused on the GC-based analysis method.

GC has been employed to successfully map the EC from
the frontal areas to the parietal areas in the brains of subjects
during a visuomotor mapping task (Goebel et al., 2003). In
the R-fMRI studies, the test proved to be a feasible method
to study the EC network architecture at voxel (Wu et al.,
2013) or regional (Deshpande et al., 2011; Liao et al.,
2010; Uddin et al., 2009) levels. It also improved disease
classification (Deshpande et al., 2010). Several studies inves-
tigated brain EC, using GC on subjects with AD (Liu et al.,
2012; Miao et al., 2011) and amnestic mild cognitive impair-
ment (Adamcio et al., 2010; Liang et al., 2014), which is often
considered to be prodromal AD. However, these studies had
several limitations. For example, the degree of nodes in the
EC network was quantitatively compared between AD and
cognitively normal (CN) subjects, but the EC strength was
not directly measured (Liu et al., 2012). In another study, the
independent component analysis was employed to investigate
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the EC between different brain networks, but the causality be-
tween different brain regions was not available (Miao et al.,
2011). In using the multivariate GC method, it was reported
that scattered EC strength changes occurred in subjects with
amnestic mild cognitive impairment (Adamcio et al., 2010),
compared with CN subjects. The result did not correct the mul-
tiple comparison error. The brain regions showed EC changes
that did not relate to the functional areas of memory, such as
the parahippocampal gyrus and hippocampus.

In this study, the authors employed the GC to understand
the neural mechanisms of AD memory deficits. It was shown
that, in early AD, the episodic memory deficit, in particular,
occurred with the memory-encoding deficit (White and
Ruske, 2002) rather than during memory retrieving (Greene
et al., 1996).They hypothesized that the EC network pattern
related to the memory-encoding process would be signifi-
cantly impaired, and those related to memory-retrieving
processes would also be affected. They employed the multi-
variate GC to quantify the EC strength among brain regions
in the classic default mode network (DMN) (Greicius et al.,
2003) and the hippocampus network (HN) (Allen et al.,
2007). They utilized the support vector machine (SVM) to
determine EC patterns and further classify the CN and AD,
using the Leave-One-Out (LOO) algorithms to validate the
power of the classification method.

Materials and Methods
MRI data acquisition and subjects

This Institutional Review Board-approved study was con-
ducted in compliance with the HIPAA regulations. Each par-
ticipant provided written informed consent. A total of 40
human participants, including 20 CN subjects (11 males, 9
females, age 74.6 6.6 years, mini-mental state examination
(MMSE) scores: 29+1.3) and 20 mild AD subjects (14
males, 6 females, age 77.57+6.57 years, MMSE scores:
24.7512.6), were recruited for this study. Due to limited
brain coverage, one AD subject and three CN subjects were
excluded from the further data analysis. Specific MRI imag-
ing protocols were previously described (Chen et al., 2011).
In brief, MRI measurements were carried out using a 3T
GE Signa whole-body scanner with a standard transmit—
receive head coil. High-resolution SPGR three-dimensional
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images were acquired in the axial direction for anatomical ref-
erence (echo time [TE]=4 msec, repetition time [RT]=10
msec, inversion time =450 msec, flip angle=12°, 144 slices,
slice thickness=1mm and matrix size=256x192). For the
R-fMRI measurement, 36 sagittal slices were obtained in
6 min with a single-shot gradient echo—echo planar imaging
(EPI) pulse sequence with TE of 25 msec, TR of 2 sec, flip
angle of 90°, slice thickness of 4 mm, matrix size of 64 X 64,
and field of view of 24 cm. The subjects were instructed to
close their eyes during the scan.

Data analysis

Image preprocessing: The fMRI data analysis was carried
out using the AFNI software (http://afni.nimh.nih.gov/afni)
and MATLAB programs (The MathWorks, Inc., Natick,
MA). In brief, motion correction was performed by volume
registration on the R-fMRI data (3dvolreg); detrending was
carried out to remove Legendre polynomials (3dDetrend).
Averaged signals from white matter and cerebrospinal fluid
and the six-motion vectors were removed from each voxel
time series as nuisance repressors. In addition, global signals
were regressed out from the whole brain. Finally, a band-
pass filter was applied to keep only low-frequency fluctua-
tions within 0.015 and 0.1 Hz frequency range.

The authors employed the multivariate GC method (Bli-
nowska et al., 2004) and selected 20 brain regions from the
HN (Allen et al., 2007) and DMN (Greicius et al., 2004), as
shown in Figure 1. The 20 regions of interest for the GC anal-
ysis include the bilateral cerebellar tonsil (CBT_L and
CBT_R), hippocampus (HIP_L and HIP_R), parahippocam-
pal gyrus (PHP_L and PHP_R), medical frontal cortex
(MFC_L and MFC_R), posterior cingulated cortex (PCC_L
and PCC_R), dorsolateral prefrontal cortex (DLPFC_L and
DLPFC_R), inferior parietal cortex (IPC_L and IPC_R),
lateral parietal cortex (LPC_L and LPC_R), superior frontal
cortex (SFC_L and SFC_R), paracentral gyrus (PAR_L and
PAR_R). R, right; L, left.

Their coordinates are listed in the Supplementary Table S1
(Supplementary Data are available online at www.liebertpub
.com/brain). Each region was represented with a cube of 27
adjacent voxels around the center coordinates. The average
time series over the 27 voxels for each region was extracted
and there were 20 regionwise time series.

FIG. 1. Twenty regions of
interest (ROI) for Granger
causality analysis: the bilat-
eral cerebellar tonsil (CBT),
hippocampus (HIP), parahip-
pocampal gyrus (PHP), med-
ical frontal cortex (MFC),
posterior cingulated cortex
(PCC), dorsolateral prefron-
tal cortex (DLPFC), inferior
parietal cortex (IPC), lateral
parietal cortex (LPC), supe-
rior frontal cortex (SFC),
paracentral gyrus (PAR). R,
right; L, left.
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Analysis of GC

As described above, the 20 regionwise time series may be
expressed as follows in Equation 1.

X(0)=(x1(1), x2(0), ..., X (7)) ey

where m represented the number of brain regions. The mul-
tivariate auto regression (MVAR) model (Eq. 2) was
employed to measure the values of all possible EC strengths
from all other regions to region j.

P
5= X A DXt =)+ B )

where A;(i)=(a;1 (i), ap(),... ... , (1)) are the regression
coefficients. The parameter p is the model order or the lag pa-
rameter. A;(i) is the regression coefficient matrix, E is the re-
sidual error matrix. X is the time series matrix of different
regions. To determine the optimal lag parameter p, Akaike
Information Criterion (AIC) (Akaike, 1974) was used to min-
imize the chosen criterion (AIC) and was calculated as fol-
lows (Eq. 3):

AIC=2pXm+n {m (% Z Ef(i))] 3)
i=1 -

where 7 is the number of time points. In their study, they
found that the optimal time lag p is 2, which was consistent
with a previous study (Harrison et al., 2003).

To find the EC between regions j and k, partial regression
(Eq. 4) for each regionwise time series was calculated:

40= S A DnGoh

X 1(E—1)s ooy Xt — D) + Upt)

where the lag parameter p is 2, as determined above, Uy(f) is
the module residual.
The F-test (Eq. 5) was calculated as follows:

T T

( YU - Y Ef(t)) / p
i=1 i=1
T

(2 Ef(r)) /(T—2p—1>
i=1

If the result of the F-test of residuals of full (Eq. 2) and
partial (Eq. 4) regressions is significant, the EC of k causes
Jj is significant. Previous studies employed the F-test of resid-
uals to determine the significance of EC, however, the EC
strength was not provided (Goebel et al., 2003). In the pres-
ent study, the authors used the maximum value of the regres-
sion coefficient matrix A in Equations (2) and (4) to represent
the EC strength. Let A,,.x be the EC strength matrix. The
entry (Amax(j) represents the EC strength from region i to
region j. The A, is calculated by:

a;i(2)

Fj.=

&)

Amax(ij) = max(|a,-j(1)

a; () (©6)

N 5 s ey

Group-level analysis

For each individual subject, there is one EC matrix (Aax);
the matrix size is 20 by 20. To find a difference pattern in
Anax between the CN group and the AD group, for each EC
(region i to region j) edge, the Wilcoxon Rank Sum test was
used to compare the mean between the CN and AD groups.

CHEN ET AL.

The Wilcoxon Rank Sum test results revealed a set of
edges whose EC strengths were significantly different be-
tween the AD and CN groups without correcting multiple
comparison errors. To correct this error and establish a
threshold, Monte Carlo simulation was performed, using
1000 random permutations between AD and CN subjects.
They determined that a brain region has significant EC con-
nections (p <0.05), if it had at least three edges with individ-
ual significant EC strengths. In other words, they deemed a
brain region insignificant, if it had less than three significant
EC connections.

Classification methodology

The above EC pattern may discriminate between AD and
CN subjects. The difference in EC strengths between CN and
AD groups may be separated into two different patterns. One
set of edges, the Increased Network, showed higher EC strength
in AD subjects, as opposed to CN subjects. The other set of
edges, the Decreased Network, showed significantly lower
EC strength in AD subjects than in the CN subjects. That is

Increased Network={(i, j)\mean(Aﬁgx(U)) o
> mean(AIi’,;’x(U)))}
Decreased Network={(i, j)|mean(A?n2x(ii)) ®

< mean(Ag;/x(ij)))}

where mean(A32 ;) and mean(AQ), ) are averaged values
of EC strength between regions i and j in AD and CN groups,
respectively. For the increased network, they calculated the

increased network index (INI) for each subject s, as follows:

EC(s)
INI(s)= -
) 2,:; # edges (Increased Network)

(©))

where ECj;(s) is the EC strength between region i and j for
subject s, #edges refers to the total number of EC of the in-
creased network. Similarly, they calculated the decreased
network index (DNI) for subject s, as below:

EC(s)
# edges (Decreased Network)

DNI(s)= Z Y

i

(10)

where ECj;(s) is the EC strength for subject s in the decreased
network.

For classification, the two index (INI and DNI) values
were obtained for each individual subject. Then, an SVM au-
tomatic classification algorithm was employed to separate
CN subjects from AD subjects (Mourao-Miranda et al.,
2005).

Because the same subjects were used for training and
classification, this could result in an overly optimistic esti-
mate of the error rate. When data sets have a limited size,
as in the present situation, the LOO Method is often used
to cross-validate the classifier (Richard and Johnson, 1982;
Sergios Theodoridis, 2006). That is, the classification criteria
are determined, using all subjects except the one subject to be
evaluated. This entire process is repeated for each subject,
one at a time, providing an unbiased estimate of the classifi-
cation error rate. The most important variable is the classifi-
cation threshold (CT) value. Specifically, they performed 36
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FIG. 2. Difference in effective connectivity (EC) patterns between Alzheimer’s disease (AD) and cognitively normal (CN)
group. (A) The different EC connection patterns between AD and CN groups. Red edges show bidirectional EC; blue edge show
unidirectional EC. The different EC patterns were separated into two different patterns, according to their EC strengths. (B) The
decreased EC strength in which the AD group has significantly weaker strength of each edge than the CN group. (C) The in-
creased EC strength in which the AD group has significantly higher strength of each edge than the CN group. Red arrows in-
dicate the EC direction. The arrow direction indicates the causal relationship between the nodes from one to the other.

LOO processes. With each LOO procedure, they performed a
classification with 181 different CT values. Then, the mis-
classification probabilities were estimated by the following
equations (Cont=CN) and generate all values in the ROC
curve as plotted in Figure 3.

P(AD | Cont)=mcon /ncom =1 — Specificity

11
P(Cont | AD)=myp/nap=1— Sensitivity 1D

The LOO method pseudocodes, which were applied spe-
cifically to their EC-based classification method, are listed
in the Supplementary Table S2.

Results
Group analysis of EC strength

Wilcoxon Rank Sum test was performed for each EC be-
tween CN and AD. Figure 2A demonstrates the difference in
the directional EC network wherein the ECs have signifi-
cantly different strengths between AD and CN. The red
edges are bidirectional and the non-red edges are unidirec-
tional. This difference network was further separated into a
set of decreased EC strength connections (Fig. 2B) and a
set of increased EC strength connections (Fig. 2C) in the AD
group compared with the CN group. Specifically, the EC
strengths from 10 neocortex regions (SFC_L, LPC_L, IPC_L,
MFC_L, PAR_L, PCC_L, PAR_R, MFC_R, DLPFC_R, and
LPC_R) connecting to the PHP_R were significantly decreased,
whereas the EC strength from PHP_R connected to the neocor-
tex regions of SFC_L, PAR_L, PCC_R, DLPFC_R, and IPC_R
was significantly increased.

The weights of INI and DNI in SVM classification

The weights for INI and DNI in the SVM classification are
1.34 and 1, respectively (Supplementary Fig. S1). The in-
creased EC network has 34% more weight on classifying
AD than the decreased EC network. That means the INI
index has more relative importance when classifying the
AD index, as opposed to that of the DNI. The model of
the SVM classification is C=0.2+1.34 xINI-DNI. C is
the model value for each subject. If C<O0, then the subject
is classed as CN. If C'>0, the subject is classified as AD.

The power of the EC-based classification

The classification error rate was estimated using the LOO
method. At this point, a Type I Error indicates a false positive
in that a CN subject was falsely classified as an AD subject.
Conversely, a Type II Error, or false negative means that an
AD subject was falsely classified as a CN Subject. The prob-
ability of a Type I or II error was estimated by the proportion
of misclassifications within each group. The results from the
SVM classification with INI and DNI indices and the LOO
error correction were plotted in the receiver operating char-
acteristic (ROC) curve, as shown in Figure 3. The ROC
curves show the tradeoff between sensitivity and specificity.
The ROC area under the curve is 0.83.

ROC curve
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FIG. 3. The receiver operating characteristic (ROC) curve
of the classification between CN and AD groups, which is
cross-validated with the Leave-One-Out method. The area
under the ROC curve is 0.83.
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FIG. 4. Possible brain at-
rophy in the selected 20 ROIs
for Granger causality analy-
sis. The selected 20 ROIs
(red) were not overlapping
with the atrophic areas
(green) in the AD group.

Brain atrophy

Previous neuroimaging studies demonstrated that brain at-
rophy exists in AD (Buckner et al., 2005; Greicius et al.,
2004). Because brain atrophy could confound the EC mea-
surement, it was important to check if the atrophy was pres-
ent in the selected brain regions (the cubes of 27 voxels). The
authors conducted voxel-based morphometry analysis
(Mechelli et al., 2005), using the SPM software. Figure 4
shows that brain atrophy existed; however, it did not overlap
with selected regions.

Discussion

Their results corroborate earlier findings and also extend
them in four important ways. First, this study adopted the
multivariate GC method to test and compare the ECs
among 20 brain regions in DMN and HN between AD and
CN groups. They further employed the method to quantita-
tively measure the EC strength by using the maximum
MVAR model coefficients. This approach made it possible
to compare the different levels of EC strength between CN
and AD groups and provide a new biomarker to classify
CN and AD subjects by measuring INI and DNI indices.

Second, previous studies demonstrated asymmetric atro-
phy in AD (Derflinger et al., 2011). Moreover, the right
side PHP deficit correlated best with memory and mental sta-
tus decline (Keilp et al., 1996; Schmidt-Wilcke et al., 2009).
Their results are consistent with these previous findings.
They found that the AD asymmetric alterations showing
the largest changed area was located in PHP_R, however,
there were minor changes in PHP_L. The authors further
showed that EC strengths have directional connection infor-
mation. In fact, these strengths, which were connected to
the PHP_R region from 10 neocortical regions, were signif-
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icantly decreased. These directional EC connection patterns
may better characterize the disease progression.

Third, the PHP is an essential link between the neocortex and
hippocampus (de Curtis and Pare, 2004; van Strien et al., 2009).
Indeed, this important region is involved in many complex func-
tions, such as memory, sensory representation, spatial orienta-
tion, and object recognition (Hayes et al., 2007; Murray and
Richmond, 2001). The PHP regions they selected included
the entorhinal and perirhinal cortices (coordinates in Talairach
space [x, y, z] for the right PHP is [25, —26, —14] and for
the left is [-25, —26, —14]). Anatomically, the entorhinal cor-
tex is the source of perforant pathway, which projects to all
hippocampal formation fields. The perirhinal cortex receives
sensory information from all sensory regions of the neocortex.
Therefore, the PHP regions that they selected represented the
anatomical gate for the hippocampus to receive and send infor-
mation to the neocortex. The observed decreased EC input
from the neocortical regions to PHP in this study may suggest
that the gate function of the PHP may be disrupted in the AD
group. It is conceivable that this disrupted gateway may result
in memory encoding deficit symptoms in patients with AD.

Fourth, the most challenging and complicated question is
why the PHP_R showed imbalanced bidirectional EC con-
nections. That is, how does one explain why the PHP_R
received weaker input connections from the neocortical re-
gions, yet its output connections to these regions were signif-
icantly increased with the presence of AD. Their hypothesis
is that the weaker input connections from the neocortices
may be related to their disrupted feedback system in the neo-
cortices (Lavenex and Amaral, 2000) and the stronger output
connections from the PHP to the neocortex may be associ-
ated with the detrimental feed-forward systems in the PHP.

It has been suggested that layers II/III/V/VI in two brain re-
gions have most of the feedback synaptic connections, whereas
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layer IV has major feed-forward synaptic connections (Markov
et al., 2013). Previous studies showed that AD has major neu-
rofibrillary tangle accumulation in layer III/V of temporal, pa-
rietal, and frontal association cortices (Arnold et al., 1991;
Pearson et al., 1985). Patients with AD lose large pyramidal
neurons in layers Il and V (Brun and Englund, 2002). It is con-
ceivable that the presence of neurofibrillary tangle and the loss
of pyramidal neurons in layers III/V may have had an impact
on the feedback synaptic connections. These mechanisms
may have served as a means of interpreting the observed de-
crease in EC strength from the neocortices to the PHP.

In discussion of observed EC strength increase from the
PHP to the neocortices, it is important to note that the acetyl-
choline level in normal subjects is enhanced during memory
encoding (Hasselmo and McGaughy, 2004). The high acetyl-
choline level partially suppresses excitatory feed-forward
connections, which project from the PHP area to associate
neocortex (Hasselmo, 1999, 2006). On the contrary, due to
the cholinergic degeneration evident in patients with AD
(Francis et al., 1999), the inhibitory function of the acetyl-
choline could be weakened, resulting in increased EC
strengths from the PHP to the neocortices.

Limitations

Although they provided inferences to interpret why the
PHP_R showed imbalanced bidirectional EC connections
in the AD subject group, a few questions still remain. For ex-
ample, due to the limitation of the spatial resolution (i.e.,
3.75 mm) in the EPI images, they could not distinguish the
signals at the laminar level of the cortices. They could not
separate feedback connections from feed-forward connec-
tions, as proposed recently in a bow-tie model (Markov
et al., 2013). In the future, they will develop an ultra-high
resolution functional MRI technique that can achieve
0.4 mm or less of in-plane resolution to test their hypothesis.

In addition to the limited spatial resolution, the current
study also is limited by the temporal resolution of the TR
of 2sec. To find the EC, the GC test requires specifying
the lag time points in their algorithm (Eq. 2). They employed
the commonly used AIC method (Goebel et al., 2003; Roe-
broeck et al., 2005; Uddin et al., 2009) and found the lag
time is 4 sec. However, the spontaneous BOLD signal is an
indirect measure of neural activity. Although there is no lit-
erature to confirm the true causal relationships within such
long time interval of 4sec in R-fMRI data, the ECs of
fMRI BOLD signals showed the robustness to a wide variety
of changes in hemodynamic response properties (Seth et al.,
2013). It is expected that the recent advanced fast imaging
technique (Zahneisen et al., 2012) could reduce TR to 100
msec to alleviate the limitation in the spatial resolution.

The small sample size of this study could limit the study’s
power. This will result in an overestimate of the classifica-
tion. Although a relatively unbiased LOO method was ap-
plied to error estimation, it was imperfect. In the future,
they will study more subjects to examine the EC between
AD and CN and use another independent group to validate
the classification method.
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