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Abstract

Earlier paper have demonstrated that the achievable thppi@f OFDM systems can ben-
efit significantly from individual modulation/transmit pewselection on a per sub-carrier
basis according to the actual gain of individual sub-cesriso called dynamic OFDM
scheme). Usage of such approach requires, however, pngusdpport for additional func-
tionalities like: acquisition of the sub-carrier gaingrsling of the used modulation types
between sender and receiver, etc. Therefore dynamic OFRetiigely pursued for future
radio interfaces, rather than considered as extensionisfirax OFDM based standards.
In this paper we introduce a proposal how the widely accef&E 802.11a/g systems
as well as the emerging IEEE 802.11n system might be extetodsgpport the dynamic
OFDM in a single-user (point-to-point) setting. The presdrapproach guarantees back-
ward compatibility to legacy devices. We address theseessfly presenting a) a set of
protocol modifications required to incorporate dynamic GFD 802.11a/g/n; and b) a
performance evaluation of the suggested extension (egfdurther on to as single-user
802.11 DYN mode). Although 802.11n already includes adeddAC and PHY features,
i.e., frame aggregation and MIMO transmissions, our peréorce evaluation demonstrates
that a further improvement is achievable by incorporatiggagnic OFDM.
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1 Introduction

IEEE 802.11 wireless local area networks are almost oms@gntetoday and are

expected to proliferate further in the future. Hence, tseaech and standardization
activity in this field has become quite intense, addressingla range of issues like

security (IEEE 802.11i [6]), quality of service (IEEE 802€l[7]), and inter-access

point coordination (IEEE 802.11F [4]).

Among these, increasing the throughput of the availablemblds one major issue
and research has been mainly focused on improving the mamuland coding
within the Physical Layer. From the initial DSSS with up to dikts in the 1999
version of the IEEE 802.11 standard [1], IEEE 802.11b predidp to 11 Mbit/s
via complementary code keying (CCK) modulation and DSS&egtdainary con-
volutional coding (PBCC) [2]. Finally, IEEE 802.11a/g aehed up to 54 Mbit/s
by employing orthogonal frequency division multiplexinQRDM) in combina-
tion with high-rate signal constellations [3,5]. This hyzgformance jump—even if
achieved only for very limited distances—is due to the iehefeatures of OFDM.
While the scheme itself is known for over thirty years [19$, features have be-
come especially attractive for high rate, broadband systémOFDM, the system
bandwidth given is split into many sub-channels, also reteto as sub-carriers.
Instead of transmitting symbols sequentially through om&noel, multiple sym-
bols are transmitted in parallel. This leads to much longersl durations, such
that the impact of inter-symbol interference decreasasfgigntly. Therefore, no
additional measures like a costly equalization are necg$28]. Today, OFDM
is used as foundation of most high speed standards, e.galdigdio and video
broadcasting [12] and the most recent amendment of IEEEL&QRat will pro-
vide "high throughput” of up to 600 Mbit/s [10], while it is @reng candidate
for several upcoming standards (3rd generation broadbandt®n, for example).
With regard to WLANSs, however, the potential of further kate increase is usu-
ally not seen in improving the way in which OFDM is used in IEB&.11a/b/g,
but rather in the introduction of channel bonding, using tipld-input multiple-
output (MIMO) antenna systems, or improving the efficientthe MAC itself as
followed in 802.11n [8,31,10].

In this paper, we suggest in addition to these measures &pibg®f increasing
the bit-rate achievable from any given channelization bggithe concept of the so
called dynamic OFDM introduced in [14] around 1990. Dyna@EDM is based
on the observation that the gain of individual sub-carregran OFDM channel is
variable in time and frequency—i.e., in any given time eptiehindividual sub-
carriers donot have an identical gain. Thus, it has been clearly demoestithiat
the performance in terms of throughput, power consumpéony behavior, etc. of
an OFDM link (i.e., a single-user, point-to-point connendi can be improved by
adapting the transmit power and/or the modulation typeéactirrent gain of each
sub-carrier. Such schemes are often referred to as loattjogtams [17,32]. One



particular simple but still very efficient dynamic schemeadaptive modulation,
where the transmit power per sub-carrier is fixed and onlyntiioglulation type
per sub-carrier is varied according to the SNR. In fact, ib] [Rhas been shown
that adapting the modulation while keeping the transmit grofixed provides a
large performance boost which is only marginally improvgdalso adapting the
transmit power.

The performance gain from loading algorithms comes at savse system wise.
Obviously, without an accurate estimate of the sub-cagans these dynamic
schemes cannot be applied by a transmitter. Acquiring thecaurier states con-
sumes system resources, i.e., time, power, and bandwiedon8, computational
resources are required at the transmitter to generate trendyg adaptation. A lot
of research within the OFDM community has focused on thigas3hird, the re-

ceiver has to be informed of the current "assignments” pbrcaurier (i.e., in case
of the adaptive modulation the modulation type used percsuber); otherwise it

cannot decode the data correctly. The need to support adlltbree mentioned fea-
tures resulted in dynamic OFDM being intensively considdog future standards,
but not being taken into consideration as possible enhagceohalready deployed
systems. In fact, todays OFDM-based IEEE 802.11 appliegsample (manufac-
turer proprietary) mechanisms for rate adaptation to t&ighannel conditions
(referred to as link adaptation). However, these schemegstdlde modulation over
the whole set of sub-carriers equally and do not take theiehaal sub-carrier gains
into account.

This paper is an extended version of [26] proposing a coraencept for intro-
ducing the dynamic, per sub-carrier adaptation for the IBBE.11a/g systems,
which we denote in the following as (single-user mode of).802DYN. Our ma-
jor contribution consists of: (a) demonstrating that a progupport for dynamic
OFDM can be built into the actual IEEE 802.11a/g standardlengupporting full
backward compatibility; and (b) providing simulative pmrhance evaluation of
the proposed dynamic OFDM with per-sub-carrier modulasidaptability, taking
into consideration all the necessary protocol overheadhdidition, we describe
how to (c) incorporate dynamic OFDM into the "high througlipamendment
IEEE 802.11n and evaluate its performance for two novelfeatincorporated in
11n,i.e., frame aggregation and advanced MIMO systemdiagabultiple spatial
streams for data transmission. Hence, we herein providéédirst time a compar-
ative investigation of our novel dynamic scheme with thetigexeration, emerging
WLAN technology.

The remaining paper is organized as follows. In Section 2 meige an (high-
level) overview of the existing IEEE 802.11a/g standard #r&l enhancements
added by the high throughput amendment 802.11n. Furthesmar discuss some
related work on adaptation to varying channel conditiorth@écontext of WLAN.
Next, in Section 3, we define the new transmission schemeyioardic OFDM
and present the concepts featuring its support. Then, iiddet, we evaluate the



performance of this new scheme (in combination with the satggl protocol ex-
tensions) and compare it to legacy IEEE 802.11a and 802.1tthand without
usage of RTS/CTS. Finally, in Section 5, we comment on caighs and future
work.

2 Overview of IEEE 802.11 WLAN

This section summarizes those MAC and PHY layer aspectsecoDfFDM-based
IEEE 802.11 standard which either have to be amended topocate dynamic
OFDM or are used to enable downward compatibility of the exbaents with
existing legacy IEEE 802.11 devices. For a detailed disonghe reader might
refer to [24] or to the standard itself [9,10].

2.1 |EEE 802.11 Architecture and Medium Access Scheme

IEEE 802.11 stations (STA) may either communicate diresfityh each other in

an "ad-hoc” mode forming an independent basic service B&S) or via an ac-
cess point (AP) forming an infrastructure basic service(B&S). APs announce
the existence of a BSS by regularly transmitting beaconkidirtg a capability

information field which contains, e.g., information regagdall supported PHY

rates/modulation types [9].

The mandatory medium access schema for IEEE 802.11 is thiébdisd coor-
dination function (DCF) which employs carrier sense midtipccess with colli-
sion avoidance and binary exponential back-off (CSMA/C3JAs refrain from
transmitting if either physical or virtual carrier sensingicate the wireless media
(WM) occupied. The latter is realized using the networkdkion vector (NAV).
The NAV is set according to the duration field found in the MA€alder of every
packet. In particular, the RTS/CTS handshake precedingrémsmission of the
data packet employs this mechanism to exclusively resémerntedium by usu-
ally indicating the remaining time until the ongoing transsmon (sequence) is fin-
ished [9].

2.2 |EEE 802.11 a/g

Amendment IEEE 802.11a [3,9] as well as thaended rate PHY (ERP®Y IEEE
802.119 [5,9] employ OFDM physical layers to provide datasaip to54 Mbit /s

in the5 GHz and2.4 GHz band correspondingly. The available bandwidth is di-
vided into 52 sub-carriers from which four are exclusiveied as pilots. Both



OFDM-based amendments utilize link adaptation. For a (@al/ttata transmission
the data is first convolutional encoded. The resulting dadekhis transmitted via
all 48 sub-carriers employing treamemodulation type on each sub-carrier. Eight
different modulation/coding modes are available, i.embming BPSK, QPSK,
16-QAM and 64-QAM with either ratd /2, 3/4, or 3/4 coding. The choice of
the employed "mode” is crucial for the performance but nahdardized. Instead,
the MAC may make usage of, e.g., the radio signal strengiicatar (RSSI) level
gained during reception of previous packets or adapt tleedeppending on the suc-
cess of a block transmission.

The modulation scheme (mode) employed for the PHY servite wat (SDU) of
a particular transmission is signaled to the receiver \eaRhCP header’s rate field
which is always transmitted using mode 1 (BPSK with rgte). STAs not sup-
porting the indicated rate may hence discard the remairfdbeageceived frame.

2.3 |EEE 802.11n

Recent standardization activities within the IEEE (untiertsk group label 802.11n)
concentrate on an even faster WLAN version to achieve tregssom rates up t600
Mbit/s. This is accomplished by a variety of different impemnents on the physical
layer as well as on the medium access layer [10]. In the fafigwe give a brief
overview of some of these new features mentioned later dmsrpaper.

The major improvement on the medium access layer is frameggtion. Apply-
ing this technique, several payload packets are transihdtieng one MAC frame
time, i.e. within one channel access in 802.11. Obviousig improves the ef-
ficiency as the overhead for framing and channel access ysspant once. On
the other hand frame aggregation is more sensitive to eremte as the medium
is blocked for a longer time by a single (aggregate) datsstrassion. The IEEE
802.11n draft suggests two different ways of performingieaaggregation: aggre-
gated MSDU (A-MSDU) and aggregated MPDU (A-MPDU). The firstfprms
the aggregation at the "top of the MAC” (thus aggregating MAOUs with-
out 802.11 specific framing) while the second one perfornggegation "below
the MAC” (thus aggregating several payload packets each avgeparate MAC
header). Note that even in the case of A-MPDU only packets antidentical des-
tination address can be aggregated. Clearly, A-MSDU resltlue overhead to a
minimum at the cost of an increased packet error probaditityontrast, A-MPDU
enables to check each single packet for an error (by the CR1l¢ featuring a
higher overhead. In addition, A-MPDU enables the usage atkohcknowledg-
ments, requesting the retransmission of only a few (or eviynane MPDU) out
of the set of all transmitted MPDUSs. Both frame aggregatygnes have a maximal
data aggregation siz&:kByte in case of the A-MSDU an@i kByte in case of the
A-MPDU type.
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Fig. 1. MAC frame format of 802.11n, [10, Cls. 7.1.2].

In the physical layer, several improvements are suggesterimost significant one
is the introduction of multiple-antenna capabilities a transmitter and receiver
side. Specifically, these can be distinguished into tranbeamforming, spatial
multiplexing and space-time-coding. Transmit beamfogrenables a directional
shaping of the transmit signal and is mainly used to redueatipact due to fading
at the receiver antenna (while also reducing the interfarempact to other cells
outside the direction of the current beam). Spatial mudiiplg enables the trans-
mission of several different data flows over each of the ardgeifwithout requiring
more radio spectrum). Finally, space-time coding usesdtéianal degree of free-
dom (provided by the antennas) for improving primarily theeprobability (thus,
not doubling or tripling the raw data rate as such). Noteithéte case of transmit
beamforming, the transmitter has to acquire the channeklauge while in case
of spatial multiplexing at least the receiver has to do sevgwer, if the transmitter
also acquires the channel state performance can be everbous®d). In addition
to these MIMO capabilities, IEEE 802.11n also specifiesghtlly higher number
of sub-carriers to be used (56 instead of 52), an optionatshguard period (set to
0.4 us), state-of-the-art error correction coding (as well agufigag convolutional
coding of rate5 /6), and channel bonding (an optional technique to increasesad
bandwidth by a factor of two). The general MAC frame formalikE 802.11n is
shown in Figure 1. There are two basic changes comparedaoyé&§2.11, namely
the QoS Control field (2 bytes) and the High Throughput Cdiietd Control) field
(4 bytes), increasing the overall MAC header by 6 bytes. TheQdntrol field is
responsible for carrying important PHY and MAC informatiegarding link adap-
tation, antenna selection and calibration among othernmétion. Moreover, IEEE
802.11n adds also some changes to the PLCP preamble. Thet fufrithe preamble
depends on whether there are only 802.11n stations invaivibé communication
(green field mode), only legacy 802.11 stations, or both@ftlimixed mode). The
green field mode is optional, while the other two are mangatorthe mixed and
the greenfield mode, the High Throughput Long Training fiédd-LTF) is used
to train the MIMO structures of the receiver, hence prowgdinwith information
to estimate the channel. The number of training symbols teigtqual or greater
than the number of space-time streams.

3 Dynamic OFDM for |IEEE 802.11

In this section we first review the concept of dynamic OFDM point-to-point,
i.e. single-user, connections and discuss the systemresgeints related to it in



general. Then we present our proposal how to modify theiegi$EEE 802.11a/g
standard such that it can benefit from a dynamic single-us&NMDmode. A more
detailed presentation of this work can be found in [24], arspoesentation of
this work has also been given to the IEEE 802.11 standardizabmmittee [25].
Finally, we extend our proposal for IEEE 802.11n networkpgeially considering
the case of spatial multiplexing in the physical layer.

3.1 Dynamic Single-User OFDM

Consider the following situation: A packet of lengtbits is to be transmitted via an
OFDM link with N sub-carriers. For the transmission a maximum powet.Qf, is
available. Each sub-carrierhas a certain channel gaif during the transmission.
The channel gain varies due to several effects, most impibyté varies in time as
well as in frequency due to fading. The bandwidth of the OFDBJgtam is large,
hence, over the set of theé sub-carriers the channel gains vary strongly. Compared
to the average channel gain of the link, itl8. = 1/N Y, h2, there are always
several sub-carriers which are in a bad fading state. Wefuvther assume that at
the beginning of each packet transmission, the precisefgagach sub-carrier is
known, and will remain constant over the time needed for tesimission of the
entire packet.

Dynamic OFDM is defined as a family of approaches in which tiwegmitter adap-
tively controls the modulation type, the transmit power #melcoding scheme ap-
plied on a per packet and per sub-carrier basis, in orderjtsaitself in the best
possible way to the actual sub-carrier gains. Severalrdiftestrategies can be ap-
plied. Bit loading [28,32,15] refers to the case where taagmitter maximizes the
sum data rate over all sub-carriers by varying the transovitgo p,, and modula-
tion assignment,, per sub-carrier. It requires (as input) a maximum transotgr
budgetP,,., as well as a target bit error rate (BER)... Given a certain target bit
error rate, each modulation type (out of the set of\/ overall available types) of
the transmission system can only be used from a certainlsigimise ratio (SNR)
switching pointl’,, on. If the SNR is below that switching point, modulation type
m produces too many errors.

A somewhat simpler scheme to apply is adaptive modulatroadbptive modula-
tion the transmitter assigns each sub-carrier the samaidpower,, = P ax/N.
Together with the channel gak}, this results in a specific SNR valye per sub-
carrier. Given this SNR value per sub-carrier and the talBfeR, the transmitter
applies the best modulation type to each sub-carrier wipeet to the target BER.
As the SNR per sub-carrier varies (from packet to packet)attplied modulation
type per sub-carrier varies too. The choice of the target BERRobviously quite
an impact, as a lower target BER leads to higher SNR switchoigts per mod-
ulation type (and therefore to a lower physical layer thigug). Refer to [21] for
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Fig. 2. Transmission sequence of 802.11 DYN.

an detailed discussion of the performance difference bEtvaelaptive modulation
and bit loading.

We suggest to apply dynamic OFDM to the payload part of paitkesmission in
IEEE 802.11a/g WLANS (for the infrastructure as well as foe ad-hoc mode).
Both the above discussed schemes for dynamic OFDM are feamily if three
specific requirements are fulfilled: First of all, the trarisen has to acquire infor-
mation about the current sub-carrier gains. Second, therrdter has to perform
some computation of the sub-carrier adaptations deperatirte channel infor-
mation. Third, the receiver has to be informed of the usedutatin type per sub-
carrier in order to decode the information correctly. As EE802.11a/g does not
support any of the above formulated requirements, the atdriths to be modified
to assure such support. The suggested modifications shewd simple as possi-
ble, and the backward compatibility with existing equipitngmould be assured-so
that operating a mixture of dynamic OFDM enhanced statiadslgzgacy” stations
is feasible.

3.2 Dynamic OFDM on Top of 802.11a/g

In the following we present our concept for 802.11 DYN — a nficdtion of the
IEEE 802.11a/g standard supporting dynamic OFDM. Whils thione possible
way how this goal can be achieved, we believe that our propdfsas the desired
support in a consistent and rather easy-to-implement way.

The first issue to be addressed is how the transmitter caimdb&achannel knowl-
edge, i.e., the current gain per sub-carrier. As solutioswggest for 802.11 DYN
a mandatory usage of the RTS/CTS handshake prior to a trasigmiin the dy-
namic OFDM modus. According to the IEEE 802.11 standardighisot manda-
tory. However, by receiving a CTS the transmitter can edentize channel based
on the PLCP preamble. This is possible as the wireless chhaadeen shown to
be reciprocal, i.e., the channel gain from the transmitténé receiver is equivalent
to the one from the receiver to the transmitter [13]. So in.802DYN the trans-
mitter has to decide about usage/non-usage of the dynandasran a per packet
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Fig. 3. Structure of the 802.11 DYN PLCP frame (based on th¥ BH802.11a).

basis. In detail, the transmitter starts a dynamic single-@FDM packet trans-
mission by conveying a normal RTS packet, using exactly #mesframing as in

IEEE 802.11a/g (see Figure 2). After the duration of a SIFES]6 us, the receiver

replies with a CTS frame, also transmitted in accordancEkiE 802.11a/g. Based
on the channel state information obtained from this CTS é&dspecifically from

the preamble of the CTS frame), the transmitter generateappropriate modu-
lation assignments per sub-carrier (either by applyingoida modulation or by

applying bit loading).

Next comes the modified payload transmission. Any 802.11 [pédMoad frame
uses a modified header of the physical layer convergencequiotPLCP) frame
such that the receiving station can distinguish betweeackedEEE 802.11a/g
transmissions and 802.11 DYN transmissions (c.f. Fig. 8)s Todified PLCP
header starts with a usual PLCP preamble. Next, the new Ple@&eh is transmit-
ted. The first 24 bits of this header are in total compliandedgacy IEEE 802.11a/q,
with the exception that in the Rate field a different bit setpgs’s inserted, which is
not specified in legacy IEEE 802.11a/g. We propose the buesacgl 100 as iden-
tification that the following data transmission is comptiem802.11 DYN; legacy
802.11 stations simply ignore the remainder of the transionsat this point as an
"unsupported rate” is indicated. After the Tail field a newraknt of the header is
transmitted, the Signaling field. This field contains allithfermation to decode the
following payload transmission according to 802.11 DYNeTayout of the sig-
naling field is discussed in detail below. After the Signgliield, the Service field
is added (which has the same layout and interpretation agacy IEEE 802.11a/g
systems), then the protocol service data unit (PSDU) is eégen containing the
IEEE 802.11 MAC packet with the payload. The complete new PLlteader is
transmitted applying the BPSK modulation type and the t&ate convolutional
coding. Compared to legacy IEEE 802.11a/g systems, theehéadnly longer by
the number of octets required for the Signaling field.

A particular problem with 802.11 DYN arises from managing MAV. In legacy

transmissions, the transmitter knows already the duratfdhe data frame when
conveying the RTS frame. However, as dynamic OFDM adaptkestib-carrier
states, which are only known after reception of the CTS, aaygwoach has to be
taken. At the initial RTS frame the NAV is set to the longessgible transmission
duration which would be required by worst channel charégsttes. Hence, the CTS
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Fig. 4. Structure of the 802.11 DYN Signaling field (basedlmnPHY of 802.11a).

frame will also announce this duration. After computing toerect length of the
data transmission, the transmitter sets the correct vdltheedNAV. As this correct
setting is only part of the MAC packet and the MAC packet ist mdrthe new
PLCP packet, legacy stations will not receive the corretN&f setting (legacy
NICs discard the 802.11 DYN PLCP frame after decoding a wrigatg field).
Therefore, the frame exchange after the payload transmni$ss to be modified
such that all stations can finally set the NAV to the corrett@aWe suggest that
after the dynamic OFDM payload transmission, the ACK fragseets the NAV to a
value just long enough to cover a new CTS frame addressedddr@nsmitted by)
the initiator itself. This finally sets the NAV to zero, re#ag the WM, and ensures
that the NAV is set to the correct value falt listening stations.

Furthermore, let us focus here on two specific issues: Therggan of modulation
types per sub-carrier and the exact layout of the signaleid.fAn important issue
related to the generation of the modulation types per suatiecas the execution
time. Note that once the PLCP preamble of the (first) CTS fraaweceived, the
transmitter has to generate the assignments togetherhetRitCP header within
36 us (the remaining CTS frame require8 us, then follows a SIFS, which has a
duration of16 us). If the generation of the sub-carrier assignments requiere
than54 us (which contains the remaining CTS frame plus a DIFS) , othsians
may start acquiring the channel as they might believe theumed idle (nothing
has been transmitted during a time span of a DIFS from the étitedast CTS
frame symbol, assuming these stations have not receiveNAResetting previ-
ously). If this is the case, a busy tone could prevent thisiewdowever, there is
evidence that the modulation types can be generated witb#tt.s using standard
hardware [32]. Certainly, if only adaptive modulation igpled while the transmit
power is kept fixed, the modulation types can be determinédimihe above time
span.

We suggest the following formats for the Signaling fieldtildly, an ID field is
transmitted with 2 bit in length (in case that the specificeRald bit combination
1100 is used by other extensions to IEEE 802.11a/g as well). Nekgngth field
of 9 bit is inserted, which indicates the entire size of the Siggdield. The third
field is the Representation field. It #sbit long and indicates primarily different
types of representing the signaling information (for ex@mpompressed signaling
information). Then, the information about the modulatigpe per sub-carrier fol-

10



lows in the Assignment field. The modulation types have tofe®ded using bits,
as it might also happen that a sub-carrier is not utilizedlat.e. is not allocated
any power or modulation type (so there &inee modulation types). One example
representation of the assignment information is the falgwThe binary modula-
tion type identifiers are transmitted sequentially withaoy further delimiter. The
position of each identifier in the bit stream corresponds tioethe sub-carrier. At
the end of the Assignment fietdmore bits are transmitted indicating the used cod-
ing scheme as well as 3 bit for a reserved field. Finallyy &it CRC and & bit
tail are transmitted at the end of the signaling field. Inlidtse signaling field is
187 uncoded bits long (which equadSOFDM symbols for the transmission of the
coded field). As indicated above, the length of this field ddag decreased by the
usage of compression schemes for the assignment inform{&®¢. In order to in-
dicate this to the receiver, enough combinations are ldéfierRepresentation field.
In total, the new PLCP header is longer by theseFDM symbols which equals a
time span oB32 us.

How do stations and APs identify that their communicatioarpgipports 802.11
DYN? For the infrastructure mode, we suggest the followioton. APs an-

nounce their support of 802.11 DYN in a special capabilitiglfaf the Beacon. If a
station receives such a Beacon, it will trigger 802.11 DY&lfibst time it transmits
a data frame to the AP. Then the AP is informed of the 802.11 B¥pport by the

station and stores this information in a list of currentlg@sated stations.

3.3 Dynamic OFDM on Top of 802.11n

In order to add dynamic OFDM to 802.11n, further changes haJee made in
comparison to the above mentioned concept for 802.11akselthanges stem pri-
marily from the usage of multiple antennas in case of 802.Irlthe following we
focus exclusively on the usage of spatial multiplexing.His ttase, several differ-
ent data streams are transmitted over the different ansenithout using channel
knowledge at the transmitter for beamforming. By addingaiyic OFDM fea-
tures, the transmitter adapts the modulation type per aatiec and spatial stream.
This requires obviously channel knowledge at the tranemithich is acquired by
a similar method as presented above using the RTS/CTS hakeld\iote that alter-
natively the transmitter could acquire channel knowledgagply beamforming—
with or without adapting the modulation types per sub-eariHowever, due to
space limitations we consider in this paper only spatialtiplkeixing with dynamic
OFDM.

Let us start with the acquisition of the channel knowledge.mentioned above,
the transmitter and receiver perform a mandatory RTS/CThdstaake. In case that
several transmit antennas are available at both peers)gdtive preamble of the
RTS and CTS frame each antenna is trained separately by tite Hiroughput

11



Long Training Field. Once the transmitter has acquired trenoel, it adapts the
modulation types per sub-carrier and spatial stream. Timenpayload packet is
transmitted together with the signaling information. Tlenfat of the signaling
field remains the same, however, the number of total sulecsiincreases as it is
higher anyway in 802.11n (52 instead of 48 payload sub-@ajrand several spa-
tial streams might be active (multiplying the number of saloriers by the number
of spatial streams). For example, for a 2 by 2 antenna systeniptal length of
the signaling information increases nowsf&s bits, as the system featuré$t sub-
carriers each requiring bit of signaling information, plus the indication for the
coding used per spatial stream (in taiddits) plus all the other fields of Figure 4.
Next, the payload is transmitted via the two spatial stredtimally, the channel is
cleared by the acknowledgment and the CTS-to-self framindut any modifica-
tions of the 802.11 DYN protocol discussed above). Thusimha modifications
stem from an additional overhead for acquiring the channeWktedge per spatial
stream during the RTS/CTS handshake and for signaling thardic adaptations
per sub-carrier and spatial stream.

4 Performance Evaluation

We have evaluated 802.11 DYN in comparison to legacy 802Zylas well as
802.11n by means of simulation. When comparing 802.11 DYti ®02.11a, we
refer to dynamic OFDM on top of 802.11a, as presented in @@&i2. When
comparing 802.11 DYN to 802.11n, we refer by 802.11 DYN to ¢bacept as
discussed in Section 3.3. To make this point clear, in tHeoehg we will talk of

802.11 DYN/a and 802.11 DYN/n respectively. In general, \&eehfocused only
on the DCF infrastructure mode of IEEE 802.11. Next, we fosuf on the inves-
tigation regarding 802.11a, afterwards we discuss the guatibn with 802.11n.

4.1 Comparison of 802.11 DYN/a and 802.11a

4.1.1 Simulation Model and Methodology

We consider a rather simple set-up, consisting of one agméssand one station.
The access point is assumed to have always a packet to bmittaas(saturation
mode). The packets (which are MAC PDUSs, hence, having a MA&i&ég have
a fixed size ok bits. The maximum transmit power equats.x = 10 mW. The
bandwidth, the number of sub-carriers, the symbol duraimhthe guard interval
are all chosen in accordance to IEEE 802.11a (see Sectipn 2.2

The sub-carrier gaing® are generated based on path loss and fading. For the
1

path loss, a standard modbi1 = K - 4 is assumed [18], parameterized by
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10log K = —46.7 dB anda = 2.4 (corresponding to a large office space propaga-
tion environment). The fading samplg$, correspond to a Rayleigh fading non-
line-of-sight scenario with a rms delay spread @ ns. A trace of several thousand
such samples is generated and for each packet transmissitnoé (frequency-)
correlated fading coefficients is randomly drawn. Therefave do not consider
the correlation in time, only the one in frequency. Also, sub-carrier gains are
assumed to be stable during the transmission of a complé® Plame — either in
legacy mode or in the dynamic OFDM mode [13]. The noise peweis computed

at an average temperature20f C over the bandwidth of a sub-carrier.

As primary metric we consider the average goodput in bitsspeond at the link
layer. Three different schemes are compared:

(1) Legacy IEEE 802.11a without RTS/CTS handshake.

(2) Legacy IEEE 802.11a with RTS/CTS handshake.

(3) Dynamic OFDM according to 802.11 DYN/a with adaptive miation and
equally distributed transmit power.

We consider for the two legacy schemes the performance ¢f plagsical layer
mode (the eight different combinations of coding scheme randulation type).
In case of legacy IEEE 802.11a/g it is well known that therestexan optimal
PHY mode [34], depending on the packet size and average SNRrtunately,
the transmitter requires the current average SNR in ordehtmse this optimal
PHY mode. In case of comparison scheme 2, this knowledgeeassumed to be
present at the station (due to the RTS/CTS handshake). trespfor comparison
scheme 1 the transmitter does not know the current chanrRl&8M has to guess
the optimal PHY mode. Alternatively, the transmitter cotriglto adapt the PHY
mode to some average SNR experienced during previous tisgiens to the same
receiver. Nevertheless, in this study it is assumed thatrémsmitter can adapt the
PHY modeoptimally, as described qualitatively in [34]. Recall that this isr@s¢
assumption in favor of the legacy mode, at least regardingpeawison case 1.

As we are primarily interested in the goodput data rate ate¢heiver, we require
a model for the packet error probability. A prerequisiteld error model is that it
must be applicable to the link adaptation case (i.e., le¢fBE¥ 802.11a/g) as well
as to the adaptive modulation case (802.11 DYN). In our saturds we rely on

an upper bound for the packet error probability, which takesaverage bit error
probability (of the modulation types per sub-carrier) gsuin Note that in case of
the adaptive modulation the system can control the bit grrobability by setting

the respective switching levels when to go from one moduatatype to another
one.

In [16,33] an upper bound of the bit error probability is ded for binary convolu-
tional coded transmission with hard-decision Viterbi déing and independent bit
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errors. The resulting bit error probability is given by:

Pbgl/l{? i Cd~Pd. (1)

d=dgree

In this equationf is the number of input bits to the register of the convolugion
encoderdy,.. is the free distance of the convolutional codg,is the probability
that an incorrect path of distandes chosen and, is the number of bits in error in
that case. The values foy can be obtained by derivations; we have used the values
from [23] for the ratel /2 coder with generator (133,171). For the punctured rates
with 3/4 and2/3 we have used the corresponding values given in [27kan be
upper bounded as

P< (2 a-9) @)

In Equation 2,6 is the uncoded bit error probability of the OFDM physicalday
Given a certain modulation choice and a certain SNR per suatiec (either for link
adaptation or for adaptive modulation), we calculate theoded bit error rate per
sub-carrier and average over allbit error rate values (in case of 802.11 DYN the
bit error probability of each sub-carrier has to be weighigdhe modulation type
in order to obtain the average). This average uncoded lait eate is then applied
as/ to Equation 2. The uncoded bit error rates are assumed testesyant during
the transmission of a packet. In order to obtain the bit gorobability per sub-
carrier (given a certain SNR), we apply the formulas of [28] doherent BPSK,
QPSK, 16-QAM and 64-QAM under additive white Gaussian noise

Given the bound on the resulting bit error probability we can obtain the packet
error probability for a packet of sizebits by:

B <1-(1-h) 3)

Notice that for high uncoded bit error probabilities (ab@utand larger), the bound
of Equation 1 overestimates the resulting coded bit errabalility [16] and hence
a too high packet error probability is obtained. We corrées by introducing a

scaling factor to the coded bit error probability, which istained by Lagrange
interpolation (correcting the factor between simulatedes[16] — which serve as
reference — and the ones obtained from our analytical appyo&inally, we obtain

a precise packet error probability model which allows toleste different packet
sizes, different coding schemes and the two different gaydayer approaches
(link adaptation and adaptive modulation). We use this rhéategenerating the

packet error rates of any ongoing transmission—legacy IBEE11a/g as well as
802.11 DYN.

All results are generated with OPNETmodeler Version 12-BLA5. Modifications
of standard models required to support dynamic OFDM are reiglard to the OP-
NET model library as of September 2006 [11]. For the simatatf the IEEE
802.11 system, we generally follow the standard as closessilge. In particu-
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Fig. 5. Goodput comparison of 802.11 DYN/a and the eightdgd&EE 802.11a PHY
modes with RTS/CTS handshake for various different SNRisemed a MAC PDU size of
1564 Byte.

lar, we take the exponential backoff into considerationclhihthe transmitter has
to perform every time after transmitting a packet (if a stativants to re-access
the WM immediately after finishing a packet transmissiohgai$ to go into the ex-
ponential back-off according to the standard). Furtheemae only consider long
preambles. All non-payload frames (either for IEEE 802.40802.11 DYN) are
transmitted in base mode (BPSK with rat& encoder). We only consider packet
errors to occur in data frames. Hence, a retransmissiowasyaldue to an incorrect
payload of the data frame. As stated above, we only considarghe transmitter
and receiver (i.e., no collisions occur). For our invedimas we vary the distance
between transmitter and receiver (therefore we vary theageeSNR) as well as
the packet size. For a single simulation run we do not consibdility.

4.1.2 Results

In Figure 5 we show the average goodput of 802.11 DYN/a vetsisight differ-
entlegacy IEEE 802.11a PHY modes with RTS/CTS handshaleeshibwn results
belong to a relatively large MAC SDU size 9536 Byte plus the28 Bytes for the
IEEE 802.11 MAC overhead. Notice that at these large padkes &an RTS/CTS
frame exchange is normally performed in todays networksafdEEE 802.11a/g.
In case of the large packets, 802.11 DYN outperforms anycietfaEE 802.11a
PHY mode for any SNR point belod2 dB. The performance difference is larger
than50% for many considered SNR points (we omit showing the confiddéne
tervals as they are below one percent of deviation from tbe/sltaverage values).

Where does this significant performance gain come from?r€ig§uand 7 present
the average packet error rate and physical layer efficignayl¢ad bits—i.e., with-
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Fig. 6. Comparison of the packet error rate for all legacyBED2.11a modes and 802.11
DYN/a (regarding a MAC PDU size of 1564 Byte and a varying SNRje figure shows
the packet error rates in logarithmic scaling.

out error correction bits—transmitted per sub-carriergyenbol) for 802.11 DYN/a
and for all legacy IEEE 802.11a modes. The key “problem” gfaley OFDM-
based IEEE 802.11 systems is the packet error rate of theatlagtation scheme.
Employing the same modulation type on all sub-carriersteeeza much higher bit
error rate, as the fading always degrades the performaneef@iv sub-carriers
severely. In contrast, these few badly fading sub-cargarsbe simply “switched
off” by adaptive modulation. This effect of switching therff leads even at a very
high SNR to a PHY efficiencpelow4.5 (meaning that even at high SNR not all
sub-carriers are employed with 64-QAM and a convolutiomalicg rate of3/4).

In addition to the problem of the error rates, the PHY efficiers also greater
for 802.11 DYN/a up tad34 dB (as shown in Figure 7). A further difference be-
tween adaptive modulation and link adaptation is that th¥ Bfficiency increases
steadily for adaptive modulation (in contrast to link acsdjain).

In Figure 8 we show the average goodput results for smalle€ENBU size of 228
Byte (including the 28 bytes added by the IEEE 802.11 MACipy®uch packets
occur for example in VoIP streams encoded according to Guittiia bit rate of
64 kbps. Clearly, 802.11 DYN/a outperforms the legacy saheignificantly for an
SNR range up t@0 dB. However, the performance difference is much smaller tha
for large packets as the relative overhead in comparisoneg@ayload length per
packet transmission is now much higher.

In Figure 9 we show the corresponding results for the singkr-802.11 DYN/a
mode versus legacy IEEE 802.11a without RTS/CTS. For sraakets, the usage

of the RTS/CTS handshake has a considerable impact on tf@mpance. In this
case the goodput difference is smaller but still signifidfaniin SNR range up to4

dB. At an SNR ofl6 dB, mode 3 of legacy IEEE 802.11a achieves a better goodput
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Fig. 7. PHY efficiency (in terms of bit per sub-carrier per $ot) for 802.11 DYN/a and
the best performing legacy IEEE 802.11a mode at each SNR pspectively (i.e. the
PHY mode which provides the highest goodput in Figure 5).
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Fig. 8. Goodput comparison of 802.11 DYN/a and the eightdgd&EE 802.11a PHY
modes with RTS/CTS handshake for various different SNR$ewed a MAC PDU size of
228 Byte.

and thereafter the legacy modes perform better. This iglgléae to the direct
transmission of a packet without the RTS/CTS exchange. Mexvan such a case
it is possible that the transmitter misses the correct mode tused as the channel
state is not known by the transmitter. Hence, in reality, wpeet the goodput
results to be lower for the legacy mode without RTS/CTS.

In both packet scenarios we observe that for low and mediuiR 8¢ dynamic
OFDM approach performs better while for a medium to high SN&legacy ap-
proach performs better. In Figure 10 we have plotted the Si¢BKoeven point for
various packet sizes for the case with and without an RTS/Edi8e exchange.
We observe that even for very small packet sizes, thereesigts an SNR range for

17



& pid

Goodput [Mbps] ————
S o ()] ~
T T T T T T T
x

|
* Xx @
{
X K> kiR
* X pEe
\J( * o @
| N
* X
I ~
J( &Pt
| \
[ V
| \
T o e Bix
|
X P Il o]

VEY» s v . R
‘ ER N S U A
olgifig it R T R R
6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40
SNR [dB]

Mode 1 —— Mode 5 -¢ -
Single-User Mode 2 -x Mode 6 - &
802.11DYN/a ~ Mode 3 -x- Mode 7 ——
Mode 4 -8 Mode 8 - x

Fig. 9. Goodput comparison of 802.11 DYN/a and the eightdgd&EE 802.11a PHY
modes without RTS/CTS handshake for various different S&RIs and a MAC PDU size
of 228 Byte.

I I L L L L I I I L
0 01 02 03 04 05 06 07 08 09 1 11 12 13 14 15 18

Data Frame Length [Kbytes] -

Fig. 10. SNR thresholds from which on legacy 802.11a outper$ 802.11 DYN/a. The
solid line refers to 802.11a with RTS/CTS handshake, thdethdine corresponds to
802.11a without RTS/CTS handshake.

which 802.11 DYN/a outperforms legacy 802.11 a/g. Howesezn for very large
packet sizes 802.11 DYN/a is outperformed by 802.11a/grid8ldR larger than
30 dB. In general, the impact of the RTS/CTS usage in case ofl8a4s abous
to 5 dB.

4.2 Comparison of 802.11 DYN/n and 802.11n

Clearly, 802.11a/g is not the state-of-the-art in wirele&bl technology. This moti-

vates us to also investigate the performance of dynamic OBEidmes in 802.11n,
the most recent (yet not officially ratified) amendment tolEFieE 802.11 standard.
As briefly described in Section 2.3, 802.11n features a laingirovements which
cannot be covered all by this investigation. The most promgitechniques, though,
are frame aggregation at the link layer and MIMO transmissezhniques at the

18



physical layer. We select these two to be further investgjdty us as described
below.

4.2.1 Simulation Model and Methodology

Again we pick the average goodput as main metric for our ithyason. The simu-
lation setting is similar to the one used for the comparisocase of 802.11a (sat-
uration mode, one transmitter, one receiver). The systaanpeters (like power,
sub-carrier number and guard interval) are set according0®11n. Again we
consider two packet sizes: large ones with a siz&>3) byte (6 more bytes - as
the 802.11n MAC header is slightly larger) as well as smadisoof size234 byte.
Regarding the frame aggregation, we pick the A-MPDU metreod allows for

the correction of single packets without retransmittingwhole aggregated frame
(thus the simulation contains the block acknowledgmerttifesof 802.11n). Note
that although we consider frame aggregation, we restrfor ithe specific packet
sizes to certain values. In case of large packets (oflsize byte) we set the frame
aggregation to a maximum dfPDUs, as the wireless channel cannot be assumed
to be stable in case that more (large) packets are aggregatesimall packets the
limiting factor is the delay: we anticipate VoIP traffic inssaof a packet size of
234 byte. Thus, sequential packets of a certain stream havexppately an inter-
arrival time of20 ms, such that an aggregation of 4 packets leads to an additional
delay of80 ms for the packet that arrived first to the access point. We clanghis

as upper limit. Finally, for the MIMO transmission system wy consider the
case of spatial multiplexing with a 2 by 2 antenna setting.

Again, we employ OPNETmodeler Version 12.0.A-PL-5 for awastigations with
an appropriately modified version of the model library as @btember 2006 [11].
Regarding the packet error generation, we use the same rasdelcase of our
802.11a performance evaluation, but of course applied nabuch larger num-
ber of sub-carriers. In order to generate the channel mésxa 2 by 2 MIMO

system is considered, the channel is no longer a singleuattien value but a ma-
trix), the 802.11n task group published a MATLAB module tomgete traces of
MIMO channel states [35,22]. We use this tool to generatektiamnel matrix and
consider on top of this an MMSE receiver for decoupling thatisp streams. Re-
garding the channel matrix generation, we consider chaypel’E’ representing
a large office environment with a delay spread of 100ns [22].

The performance evaluation starts for large packets (@edti2.2) — hence having
RTS/CTS handshake enabled for 802.11n. First we evalugaen’02.11n", i.e.,
disabling frame aggregation and spatial multiplexingefftards, we consecutively
add spatial multiplexing, frame aggregation, and the couaimn of the two. We
abstain from plotting 95% confidence intervals for illuitra purposes as they are
below one percent of deviation from the plotted averageuRefor small packets
are presented afterwards in the same order (Section 4rPtBisl case RTS/CTS

19



Goodput [Mbps] ———————

Fig. 11. Goodput comparison of 802.11n and 802.11 DYN/n n&de: Large packets,

n
o

i
=

[N
N

<]

IN

[
R S St S S
Ol iR g gi-"3 o g™ | i i I T R N N N |

i A‘://v‘ .

-

6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40

SNR [dB] -

Mode 1 —+— Mode 5 -< -

Single-User Mode 2 - Mode 6 - 2
802.11 DYN/n *  Mode 3 -*- Mode 7 —+
Mode 4 -@-  Mode 8 - x

RTS/CTS active, no frame aggregation, no spatial multiptex

Goodput [Mbps]

Fig. 12. Goodput comparison of 802.11n and 802.11 DYN/n n&ge: Large packets,
RTS/CTS active, no frame aggregation, 2 by 2 antenna spatitiplexing.

30 T T T T T T T T T T T

(5]
T

LA

Vo B N S A S /Al N S B
- S SR Gl I T N B
6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40

SNR [dB] -

L 1

o

Mode 1 —+— Mode 5 -« -

Single-User Mode 2 - Mode 6 - &
802.11 DYN/n *  Mode 3 -*- Mode 7 —+
Mode 4 -@- Mode 8 - x

handshake is only activated if frame aggregation is alseect

4.2.2 Results - Large Packets

Figure 11 shows that 802.11 DYN/n provides a significant (&k®%) perfor-
mance gain for all SNRs below 30 dB as compared to 802.11s. @driformance
gain decreases slightly if only spatial multiplexing is addas shown in Figure 12
for a 2x2 MIMO system. Notably, 802.11 DYN/n now outperfor8G2.11n only
up to an SNR of aboui6 dB, thereafter 802.11n provides a higher throughput.

Next we consider adding only frame aggregation, thus destoig spatial multi-
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Fig. 13. Goodput comparison of 802.11n and 802.11 DYN/n n&de: Large packets,
RTS/CTS active, frame aggregation of 2 packets, no spatiétiptexing.
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Fig. 14. Goodput comparison of 802.11n and 802.11 DYN/nen&do: Large packets,
RTS/CTS active, frame aggregation of 4 packets, no spatiétiptexing.

plexing. The corresponding results are shown in Figure tarMoaggregation of 2
packets and in Figure 14 for an aggregation of 4 packetsriglé&92.11 DYN/n
benefits stronger from frame aggregation as 802.11n does #ie payload trans-
mission phase (during which DYN achieves a higher spedtiaiency and a better
packet error rate) is now much longer. Hence, the increagesshead becomes less
an issue. 802.11 DYN/n provides even at high SNR a compapsfermance to
802.11n (while outperforming by00% and more for smaller SNRs). Figures 15
and 16 illustrate the effect of combining both, spatial npigtxing and frame aggre-
gation. Whereas with frame aggregation, 802.11n was alaistys outperformed
by 802.11 DYN/n (c.f. Fig. 12), the activation of spatial mipillexing decreases this
performance gap slightly (as is also the case if no frameegggion is considered
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Fig. 15. Goodput comparison of 802.11n and 802.11 DYN/n n&de: Large packets,
RTS/CTS active, frame aggregation of 2 packets, 2 by 2 aatepatial multiplexing.
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Fig. 16. Goodput comparison of 802.11n and 802.11 DYN/n n&de: Large packets,
RTS/CTS active, frame aggregation of 4 packets, 2 by 2 aatepatial multiplexing.

in Figure 11 and 12), as spatial multiplexing leads to andase of overhead (i.e.
signaling) for 802.11 DYN/n while this is not the case for &0h.

4.2.3 Results - Small Packets

For small packets, the performance gain of 802.11 DYN/n tsasampressive as
for large packets. In fact, for a 'plain’ 802.11n system teiit frame aggrega-
tion and without spatial multiplexing), 802.11 DYN/n doest pay off at all for
smaller packets in comparison to 802.11n without RTS/CTiglbhake. The rea-
son for this is the additional overhead introduced for 80&.ih general, especially
for the preamble. As 802.11 DYN/n is based on five frames (RIS, payload,
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Fig. 17. Goodput comparison of 802.11n and 802.11 DYN/n n&8de: Small packets, no
RTS/CTS, no frame aggregation, no spatial multiplexing.
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Fig. 18. Goodput comparison of 802.11n and 802.11 DYN/n n8xe: Small packets, no
RTS/CTS, no frame aggregation, 2 by 2 antenna spatial nextig.

ACK, and CTS-to-self), the new preamble overhead beconeddminant factor
in the performance (as shown in Figure 17 recall that the lwewger preamble has
to be transmitted prior to each of the five frames in case ofIB0DYN/n while
we compare it here to 802.11n without RTS/CTS handshakehagrity requires
two longer preamble). 802.11 DYN/n provides only for veryadnSNRs a per-
formance improvement. Adding a second spatial stream ntaiesituation even
worse, as it primarily adds overhead for signaling in casg0@.11 DYN/n. Effec-
tively, 802.11 DYN/n provides a lower performance for anyRSidrger thar8 dB
as shown in Figure 18. However, one should recall that weyswasume an opti-
mal rate selection in case of 802.11n even if no RTS/CTS haatdsis performed.
Hence, the application of realistic rate selection aldponis certainly decreases the

performance of 802.11n.
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Fig. 19. Goodput comparison of 802.11n and 802.11 DYN/n n&cde: Small packets,
RTS/CTS active, frame aggregation of 2 packets, no spatiétiptexing.
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Fig. 20. Goodput comparison of 802.11n and 802.11 DYN/n n&ge: Small packets,
RTS/CTS active, frame aggregation of 4 packets, no spatidtiptexing.

Next, we consider the activation of frame aggregation withgpatial multiplex-
ing for two aggregated MAC PDUs (Figure 19) and for four MAC BPD(Fig-
ure 20). Note that due to the increased payload size we camsailv the usage of
the RTS/CTS handshake in case of 802.11n. Consequentlye getformance of
802.11 DYN/n is stronger improved by frame aggregationpirdormance differ-
ence changes in this situation. 802.11 DYN/n outperforme8@2.11n for low and
medium SNRs up to 26 or even 30 dB. Note that the performarnéggabout50%
or larger. The reason for this different situation is the sas in the case of large
packets: the larger the payload in comparison to the ovdrtiea better performs
802.11 DYN/n. Finally, in Figures 21 and 22 we consider thivation of frame
aggregation and spatial multiplexing for the two differenimbers of aggregated
MAC PDUs. In general, adding spatial multiplexing to franggeegation leads to a
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Fig. 21. Goodput comparison of 802.11n and 802.11 DYN/n n&cde: Small packets,
RTS/CTS active, frame aggregation of 2 packets, 2 by 2 aatepatial multiplexing.
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Fig. 22. Goodput comparison of 802.11n and 802.11 DYN/n n&ge: Small packets,
RTS/CTS active, frame aggregation of 4 packets, 2 by 2 aatspatial multiplexing.

higher overhead for 802.11 DYN/n such that the performamage lgetween 802.11
DYN/n and 802.11n decreases. However, 802.11 DYN/n stiNioles a significant

performance gain for low to medium SNRs.

5 Conclusionsand Future Work

In this paper we have presented a protocol extension toydg&®E 802.11a/g and
its emerging amendment 802.11n enabling the dynamic atitapt the modula-
tion type per sub-carrier to the current channel gain. Tégsiires the transmitter to
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acquire channel state information while the receiver hdetmformed of the used
modulation type per sub-carrier. We suggest to start each sansmission with
an RTS/CTS handshake (used to estimate the sub-carries)galmle extending

the PLCP frame for the payload data transmission to carnadigg information as

well. Evaluating this scheme by simulations, we show thatrtew approach sig-
nificantly outperforms the legacy IEEE 802.11a as well asHBB2.11n, even if

the legacy mode is not using the RTS/CTS handshake. Eslydoialarge packet

sizes the performance difference is quite large. We argatethis is due to a much
better control of the frequency selective channel, leading (slightly) physical

layer efficiency (in terms of average payload bits transditper sub-carrier per
modulation symbol) and a (significantly) lower packet enaide. The results show
that even though emerging WLAN systems, i.e., IEEE 802.&fnploy advanced
MIMO technology and hence enable several spatial streayngjalic adaptation of
the modulation type per sub-carrier can still increase yiséesn performance.

As future work we consider the application of dynamic OFDMItiruser schemes

in 802.11 DYN such that several stations are served simeasly by the access
point. While benefiting from the better control of the charared an even higher

throughput (due to exploiting the multi-user diversityrbkwan approach has a lot
of potential from the link layer perspective as well, as oahe channel access
has to be performed for the transmission of several packetscg, the link layer

efficiency will increase, t00).
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