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Abstract

Let M be a 3-connected matroid and let F be a field. Let A be a
matrix over F representing M and let (G,B) be a biased graph rep-
resenting M . We characterize the relationship between A and (G,B),
settling four conjectures of Zaslavsky. We show that for each matrix
representation A and each biased graph representation (G,B) of M , A
is projectively equivalent to a canonical matrix representation arising
from G as a gain graph over F+ or F× realizing B. Further, we show
that the projective equivalence classes of matrix representations of M
are in one-to-one correspondence with the switching equivalence classes
of gain graphs arising from (G,B), except in one degenerate case.

1 Introduction

An amazing theorem of Kahn & Kung [9] shows that there are only two ma-
troid varieties containing 3-connected matroids: those given by (1) projective
geometries over finite fields, and (2) Dowling geometries over finite groups.
The matroids belonging to both of these varieties are precisely the simple
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frame matroids linearly representable over finite fields. Thus it is perhaps not
surprising that these matroids have a central role in matroid structure theory
[6, 7]. In this paper we characterize the relationship between the matrix and
biased-graphic representations of the 3-connected matroids that are members
of both of these important classes. While on the surface there is no obvious
reason that there should be any such relationship, these representations are in
fact inherently linked.

For a vertex v in a graph G, denote by star(v) the set of edges incident to
v whose other end is in V (G)−{v} (thus star(v) contains no loops). Let M be
a matroid. Suppose there is a graph G with E(G) = E(M) such that (i) the
edge set of each component of G has rank in M no larger than the number of
its vertices, (ii) for each vertex v ∈ V (G), clM(E(G−v)) ⊆ E(G)−star(v), and
(iii) no circuit of M induces a subgraph of G with more than two components.
Such a graph G is a framework for M ; a matroid that has a framework is quasi-
graphic ([8] is the introductory paper). Setting B = {C : C is a cycle of G and
a circuit of M} yields a biased graph (G,B): that is, a graph together with
a distinguished collection B of its cycles obeying a certain condition (precise
definitions are given in Section 2). Cycles in B are said to be balanced, and
are otherwise unbalanced.

Suppose M also has a representation as a matrix A over a field F: the
columns of A are indexed by E(M) such that a subset of elements of M is
independent precisely when its columns are linearly independent. That is,
M is linearly representable over F; we write M = M(A). It is shown in [1]
(and in [8] in the case that M is 3-connected) that when M is both linearly
representable over a field and quasi-graphic, then M is either a frame matroid
or a lifted-graphic matroid. When M is frame or lifted-graphic, the biased
graph (G,B) completely determines M . We write M = F (G,B) when M is a
frame matroid, and M = L(G,B) when M is lifted-graphic, and say the biased
graph (G,B) represents M .

We ask the question: given a 3-connected matroid M , a matrix A over a
field, and a biased graph (G,B), such thatM = M(A) = F (G,B) (respectively,
M = M(A) = L(G,B)), what relationship is there between A and (G,B)? In
the remainder of this introduction we provide a brief high-level overview of
our answer; precise definitions are given in Section 2.
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1.1 Projective equivalence, gain graphs, and canonical
representations

A pair of matrices representing a matroid over a field F are projectively equiv-
alent if one may be obtained from the other via a sequence of the following
elementary operations: interchange two rows, multiply a row by a nonzero
element of F, replace a row by its sum with another row, add or remove a zero
row, interchange two columns (along with their labels), or multiply a column
by a nonzero element of F. (A pair of matrices are generally said to be equiv-
alent if one may be obtained from the other via such a sequence along with
possibly applying an automorphism of F to the entries of one of the matrices;
our results do not require field automorphisms. Projective equivalence has
sometimes been called strong equivalence in the literature.) Our main tool
for showing projective equivalence of a pair of matrix representations is the
following well-known result of Brylawski and Lucas.

Proposition 1.1 ([10], Proposition 6.3.12). Let A and B be r × n matrices
over a field with the columns of each labelled, in order, by e1, e2, . . . , en,
with r ≥ 1. Then A and B are projectively equivalent representations of a
matroid on {e1, e2, . . . , en} if and only if there is a non-singular matrix T and
a non-singular diagonal matrix S such that TAS = B.

The connection between matrix and biased graph representations is pro-
vided by gain graphs (also known as group-labelled graphs). We show that if
a matroid M has a representation as a matrix over a field F and has a repre-
sentation as a biased graph (G,B), then an element of F may be assigned to
each edge of the graph G such that G becomes a gain graph, over either the
additive or multiplicative group of F, realizing B. Conversely, Zaslavsky [18]
showed that every such gain graph yields a canonical matrix representation A
for M over F, as follows.

When the gain graph is over the additive group of F, A is the matrix with
rows indexed by V (G) ∪ v0, where v0 /∈ V (G), and columns indexed by E(G)
in which, if e is assigned element g ∈ F, has distinct endpoints u, v, and is
directed from u to v, then entry av0e = g, aue = 1, ave = −1, and all remaining
entries in column e are zero; if e is a loop then av0e = g and all remaining
entries in column e are zero. Thus A consists of the oriented incidence matrix
of G with one additional row containing the elements of F that are assigned to
each edge e ∈ E(G); we say A is a canonical lift matrix. When the gain graph
is over the multiplicative group of F, A is the matrix with rows indexed by
V (G) and columns indexed by E(G) in which, if e is assigned element g ∈ F,
has distinct endpoints u, v, and is directed from u to v, then aue = 1, ave = −g,
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and the remaining entries in column e are zero; if e is a loop incident to vertex
v then ave = 1 − g and all other entries in column e are zero. We say A is a
canonical frame matrix.

An assignment of elements of a group Γ to the oriented edges of a graph
is a Γ-gain function. A graph equipped with a Γ-gain function is a Γ-gain
graph. Switching, and when Γ is the additive group of a field, scaling, are two
operations that may be applied to a Γ-gain function to obtain a new Γ-gain
function on the same graph. These operations re-assign elements of Γ to E(G)
in such a way that the collection of cycles in B determined by the new gain
function remains unchanged. Thus the biased graph determined by a pair of
gain graphs, one resulting from a switching or scaling operation applied to the
other, remains the same. So it makes sense to consider switching and scaling
as biased graphic analogs to the elementary matrix operations for projective
equivalence. In fact, as we shall see, the connection between switching and
scaling on gain graphs and projectively equivalent matrix representations is
deeper than merely analogous.

As will be clear by the citations in Section 2, the notions of frame ma-
troids, lifted-graphic matroids, their representations by biased graphs, gain
graphs, their associated canonical matrix representations, and the operations
of switching and scaling, are all due to Thomas Zaslavsky, presented in his
seminal series of papers [14, 16, 17, 18].

1.2 Main results

Switching and scaling naturally partition the set of Γ-gain functions on a graph
into equivalence classes in which two gain functions are equivalent if one may
be obtained from the other by switching, or when Γ is the additive group of
a field, by switching and scaling. When (G,B) is a biased graph realized by a
Γ-gain graph, these are the switching classes of Γ-realizations of (G,B). When
the group is the additive group F+ or multiplicative group F× of a field F, it is
straightforward to show that gain functions belonging to the same switching
class yield projectively equivalent canonical matrix representations [18]. In
[18] Zaslavsky conjectured that the converse also holds. Leaving aside some
technicalities, Conjectures 2.8 and 4.8 of [18] are essentially as follows.

Conjecture 1 (Zaslavsky [18]). Let G be a graph and let F be a field. The
canonical frame matrices given by two F×-gain functions ϕ and ψ on G are
projectively equivalent if and only if ϕ and ψ are switching equivalent.

Conjecture 2 (Zaslavsky [18]). Let G be a graph and let F be a field. The
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canonical lift matrices given by two F+-gain functions ϕ and ψ on G are pro-
jectively equivalent if and only if ϕ and ψ are switching-and-scaling equivalent.

A joint is an unbalanced loop in a biased graph. It is a property of
the switching operation that the gain on a joint remains unchanged by ev-
ery switching operation (provided Γ is abelian; more precisely, the gain on a
joint is conjugated by switching). Thus one of the technicalities to be dealt
with in Conjectures 1 and 2 is the following. Let ϕ and ψ be F×-gain functions
on a graph G. Suppose ϕ(e) = ψ(e) for every edge e that is not a joint, but
that there is a joint e′ for which ϕ(e′) 6= ψ(e′) and neither ϕ(e′) nor ψ(e′) is
zero. Since a switching operation can alter neither ϕ(e′) nor ψ(e′), ϕ and ψ
are not switching equivalent. Yet clearly the canonical matrices defined by
ϕ and ψ are projectively equivalent, since each of their columns representing
the element e′ may be scaled so that the single nonzero entry in each is equal
to any element of F×. Our first main result is that for gain graphs repre-
senting 3-connected matroids, this issue with gains on loops provides the only
counterexamples to Conjectures 1 and 2.

Theorem 1. Let M be a 3-connected matroid of rank greater than two. Let
(G,B) be a loopless biased graph representing M and let F be a field.

(i) The canonical frame matrices given by two F×-gain functions ϕ and ψ
realizing (G,B) are projectively equivalent if and only if ϕ and ψ are switching
equivalent.

(ii) The canonical lift matrices given by two F+-gain functions ϕ and ψ
realizing (G,B) are projectively equivalent if and only if ϕ and ψ are switching-
and-scaling equivalent.

(iii) Provided (G,B) has no vertex whose deletion leaves a biased graph with
no unbalanced cycles, no canonical frame matrix representation is projectively
equivalent to any canonical lift matrix representation of M .

In fact, we can say more. Theorem 1 follows from the stronger statements
of our Theorems 5.1 and 5.4. Together these also give necessary and sufficient
conditions for projective equivalence of a canonical lift matrix and a canonical
frame matrix representation. Examples that are not 3-connected for which
the conclusions of Theorem 1 do not hold are not difficult to construct, so the
hypothesis that M be 3-connected is necessary.

Let M be a linearly representable frame or lifted-graphic matroid. Not
only may M have projectively inequivalent matrix representations arising as
canonical matrix representations from the same biased graph, but there may
also be different biased graphs representing M . We say a matrix representation
is particular to the biased graph (G,B) when it is a canonical matrix arising
from a gain function realizing (G,B). Zaslavsky has conjectured the following.



Funk, Pivotto, & Slilaty 6

Conjecture 3 ([16]). Let (G,B) be a biased graph, where G is sufficiently
connected, and let F be a field. If F (G,B) (resp., L(G,B)) is linearly repre-
sentable over F then F (G,B) (resp., L(G,B)) has a canonical representation
particular to (G,B).

Zaslavsky subsequently further conjectured the following.

Conjecture 4 (Zaslavsky, personal communication). Let (G,B) be a biased
graph, where G is sufficiently connected, and let F be a field. Every F-rep-
resentation of F (G,B) (respectively L(G,B)) is projectively equivalent to a
canonical representation.

Geelen, Gerards, and Whittle prove Conjecture 4 for 3-connected matroids
in [8], though the result is not explicitly stated (it appears in the proof of their
Theorem 1.4). Surprisingly, a result even stronger than Conjectures 3 and 4
holds:

Theorem 2. Let M be a 3-connected matroid, and let F be a field. Let A be
a matrix over F representing M and let (G,B) be a biased graph representing
M . Then A is projectively equivalent to a canonical representation particular
to (G,B).

Theorem 2 follows from the stronger statement of Theorem 5.5. Together
Theorems 5.1, 5.4, and 5.5 imply our next main result. We need just a few
more definitions before we can state it precisely. A biased graph is balanced
when all of its cycles are balanced, almost-balanced when it is not balanced
but there is a vertex that is contained in every unbalanced cycle of length at
least two, and properly unbalanced otherwise. A properly unbalanced biased
graph with no pair of vertex-disjoint unbalanced cycles is tangled. If (G,B) is
balanced, then both F (G,B) and L(G,B) are equal to the cycle matroid M(G)
of G. Since M(G) has a projectively unique matrix representation over every
field, and every gain function realizing a balanced biased graph is switching
equivalent to the gain function assigning the group identity to every element
(this follows from Proposition 2.1 below), Conjectures 1-4 hold in this case.
Thus we just need consider almost-balanced and properly unbalanced biased
graphs. The collection of unbalanced cycles in almost-balanced biased graphs
is highly structured and well understood (see [5]). For each almost-balanced
biased graph (G,B) there is a family of almost-balanced biased graphs R(G,B),
each of which represents the frame matroid F (G,B). We denote the unique

biased graph in R(G,B) with the least number of loops by (Ĝ, B̂); this is also

the unique biased graph in the collection for which F (Ĝ, B̂) = L(Ĝ, B̂).
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Let M be a 3-connected matroid with rank greater than two. Let F be a
field and let (G,B) be a biased graph representing M . Let SF×(G,B) denote
the collection of switching classes of F×-gain functions realizing (G,B), and
let SF+(G,B) denote the collection of switching-and-scaling classes of F+-gain
functions realizing (G,B). For each biased graph representing M and each
field F, define

SF(G,B) =


SF×(G,B) if M = F (G,B) 6= L(G,B),

SF+(G,B) if M = L(G,B) 6= F (G,B),

SF×(G,B) ∪ SF+(G,B) if (G,B) is tangled,

SF+(Ĝ, B̂) if (G,B) is almost-balanced.

Theorem 3. Let M be a 3-connected matroid of rank greater than two. Let
F be a field and let (G,B) be a loopless biased graph representing M . The
projective equivalence classes of matrices over F representing M are in one-to-
one correspondence with the switching classes of gain functions in SF(G,B).

The proofs of our main results use an inductive argument. For this purpose
we determine a small collection of biased graphs, at least one of which must
occur as a biased topological subgraph in every 2-connected biased graph.
This investigation yields three results on unavoidable minors and topological
minors of biased graphs that are of independent interest.

The graph obtained from a 3-cycle by replacing each edge with a pair
of parallel edges is denoted by 2C3. The graph obtained from a 4-cycle by
replacing each edge in a pair of non-adjacent edges with a pair of parallel edges
is the tube graph, denoted by 2C ′′4 . We show that the collection G0 consisting
of the six biased 2C3’s with no balanced 2-cycle, the three biased tubes with
no balanced 2-cycle, and the four biased K4’s with no balanced triangle, is the
set of biased graphs that are minor-minimal amongst all 2-connected, properly
unbalanced biased graphs. Contraction of a loop is never required to obtain
one of these minors; such a minor is a link minor.

Theorem 4. Every 2-connected properly unbalanced biased graph contains a
biased graph in G0 as a link minor.

We prove an analogue of Theorem 4 for biased topological subgraphs. Let
P denote the biased graph consisting of the triangular prism with just its two
triangles balanced (Figure 5 on page 25). Let T0 be the set of biased graphs
consisting of those in G0 together with P and the two biased graphs obtained
from P by contracting 1 and 2 edges, respectively, of the matching in P linking
its two triangles.
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Theorem 5. Every 2-connected properly unbalanced biased graph contains as
a biased subgraph a subdivision of a biased graph in T0.

Theorems 4 and 5 are useful because switching inequivalence of gain func-
tions over abelian groups can always be found (in the interesting case that
there are no joints) on a small minor. This is the content of our final main
result. Two biased graphs representing the 4-point line U2,4 as a frame or
lifted-graphic matroid are shown in Figure 7 on page 27; we denote these
biased graphs by U2 and U3.

Theorem 6. Let (G,B) be a 2-connected, loopless, and properly unbalanced
biased graph. Let Γ be an abelian group and let ϕ and ψ be Γ-realizations of
(G,B). Assume that ϕ and ψ are not switching equivalent. In the case that
Γ is the additive group of a field, assume that ϕ and ψ are not switching-and-
scaling equivalent. Then either

(i) (G,B) has a link minor (H,S) ∈ G0 such that the gain functions induced
by ϕ and ψ on E(H) are not switching equivalent (resp., not switching-
and-scaling equivalent), or

(ii) (G,B) has U2 as a minor and U3 as a link minor such that the gain
functions induced by ϕ and ψ are not switching equivalent (resp., not
switching-and-scaling equivalent) on the 2-cycle of U2 nor on the theta
subgraph of U3.

The remainder of the paper is structured as follows. In Section 2 we provide
necessary preliminary notions. In Section 3 we prove Theorems 4, 5, and 6 on
unavoidable minors and unavoidable biased topological subgraphs. In Section
4 we show that Theorems 1 and 2 hold for the set of unavoidable minors, and
finally in Section 5 we prove Theorems 1, 2, and 3.

2 Preliminaries

We assume that the reader is familiar with matroid theory as in Oxley’s stan-
dard text [10]. In this section we summarize those notions that are central to
the results of this paper or are not standard in the literature, and introduce
some required notation.



Matrix representations correspond to gain graphs 9

2.1 Graphs and biased graphs

Let G be a graph. We denote the subgraph of G induced by a subset X ⊆ E(G)
by G[X]. The set of vertices of G[X] is denoted by V (X). A k-separation of G
is a partition (A,B) of E(G) with |A| ≥ k, |B| ≥ k, and |V (A)∩V (B)| = k. A
vertical k-separation of G is a k-separation (A,B) of G with both V (A)−V (B)
and V (B)−V (A) non-empty. A graph on at least k+2 vertices is k-connected
if it has no vertical l-separation for any l < k. A graph on k + 1 vertices
is said to be k-connected if it has a spanning complete subgraph. Thus a
highly connected graph may contain loops or parallel edges. We often need
to distinguish between edges with distinct endpoints and loops; an edge with
distinct endpoints is a link.

A biased graph is a pair (G,B) where G is a graph and B is a collection of
cycles of G with the property that no theta subgraph of G contains exactly two
cycles in B; a theta graph is the union of three internally disjoint paths linking
a pair of vertices. Such a collection B is said to satisfy the theta property.
Cycles in B are balanced ; cycles not in B are unbalanced. A biased graph
is balanced if all cycles are balanced, unbalanced if it contains an unbalanced
cycle and contrabalanced if no cycle is balanced. Similarly, a subset of edges or
a subgraph is balanced, unbalanced, or contrabalanced, according to whether all,
not all, or none, respectively, of the cycles it induces or contains are balanced.
A vertex v is a balancing vertex if every unbalanced cycle contains v. A biased
graph (G,B) is k-connected if G is k-connected. For two biased graphs (G,B)
and (H,S) an isomorphism ι : (G,B)→ (H,S) consists of an underlying graph
isomorphism ι : G → H that takes B to S. We sometimes write Ω = (G,B)
and speak of the biased graph Ω when there is no need to be explicit about
the underlying graph G and its collection of balanced cycles B.

We denote the set of all cycles in G by C(G). Let (G,B) be a biased graph
and e an edge in G. Define (G,B)\e = (G\e,B|G\e) where B|G\e = B∩C(G\e).
If e is a link, then define (G,B)/e = (G/e,B|G/e) where B|G/e = {C ∈ C(G/e) :
C ∈ B or C ∪ e ∈ B}. If e is a balanced loop, then (G,B)/e = (G,B)\e. In
order that contraction of a joint e of (G,B) remain consistent with the opera-
tion of contraction of e in the lifted-graphic or frame matroid represented by
(G,B), two different contraction operations in (G,B) are required, depending
upon which matroid (G,B)/e is to represent. Let e be a joint of (G,B), in-
cident to vertex v. To obtain a biased graph representing L(G,B)/e, define
(G,B)/e = (G\e, C(G\e)). To obtain a biased graph representing F (G,B)/e,
define (G,B)/e = (G′,B′) where G′ is obtained from G by adding each loop
e′ 6= e incident to v to B and replacing each link f incident to v with a joint
incident to its other endpoint. The collection B′ is B restricted to the subgraph
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Figure 1: Circuits of the frame matroid.

Figure 2: Circuits of the lift matroid.

G−v along with any new balanced loops incident to v. Whenever contracting
a joint, we will be explicit about which contraction operation is used, lift-type
or frame-type, respectively. In fact, we will only require contraction of a joint
once; this will be a frame-type contraction. All other minors we consider may
be obtained without contracting joints. Such a minor is a link minor. We
permit deletion of isolated vertices and do so without comment.

2.2 Matroids arising from biased graphs

A frame matroid is a matroid M to which a basis B may be added such that
each e ∈ E(M) is contained in the closure of some 2-element subset of B. A
subset C ⊆ E(G) is a circuit of the frame matroid F (G,B) precisely when C ∈
B or C induces a subdivision of one of the graphs shown in Figure 1 containing
no balanced cycle [16]. A matroid M is lifted-graphic if there is a single-element
extension M0 of M by an element e0 such that M0/e0 is graphic. Dualizing
Crapo’s characterization [4] of single-element extensions of matroids, Zaslavsky
observed [16] that if G is a graph such that M0/e0 = M(G) then M has a
natural description in terms of a biased graph (G,B). A subset C ⊆ E(G) is a
circuit of the lifted-graphic matroid L(G,B) precisely when C ∈ B or C induces
a subdivision of one of the subgraphs shown in Figure 2 containing no balanced
cycle [16]. Minors of biased graphs and their matroids agree: for any edge e of
a biased graph (G,B), F (G,B)\e = F ((G,B)\e), F (G,B)/e = F ((G,B)/e),
L(G,B)\e = L((G,B)\e), for any link e, L(G,B)/e = L((G,B)/e), and if e is
a joint then L(G,B)/e = M(G\e) [16].

Evidently whenever (G,B) is a biased graph with no two vertex-disjoint
unbalanced cycles, F (G,B) = L(G,B). For notational convenience and to
avoid potential confusion, in the case that (G,B) does not have a pair of
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vertex-disjoint unbalanced cycles we denote the matroid on ground set E(G)
that is equal to both F (G,B) and L(G,B) by M(G,B).

2.3 Gain graphs

A gain graph is obtained from a graph by assigning a direction and an element
of a group (a gain) to each edge of G [14]. Let G be a graph and let Γ be a
group. Orient the edges of G by arbitrarily assigning a direction to each edge:
for each edge e ∈ E(G) choose one of its ends for its tail t(e). The other end
of e is its head h(e); if e is a loop then h(e) = t(e). We specify an oriented
edge e by the ordered triple (e;u, v) where u = t(e) and v = h(e); then e−1 is
the ordered triple (e; v, u). We think of e−1 as the oriented edge e traversed in
the reverse direction. The collection of ordered triples {(e;u, v) : e ∈ E(G) has
ends u, v}, consisting of all oriented edges of G and their inverse orientations

is denoted by ~E(G). As long as no confusion may arise, we write e for both the

edge e ∈ E(G) and for an ordered triple (e;u, v) ∈ ~E(G) specifying a direction

of traversal of e. Let Γ be a group, and let γ : ~E(G) → Γ be a function
satisfying the following condition: for each link e, if Γ is multiplicative then
γ(e−1) = γ(e)−1 while if Γ is additive then γ(e−1) = −γ(e). Such a function
is a Γ-gain function on G; the pair (G, γ) is a Γ-gain graph.

A gain graph (G, γ) naturally gives rise to a biased graph (G,Bγ), where the
membership of each cycle in the collection of balanced cycles Bγ is determined
by the gains assigned to its edges, as follows. Let W = (v1, e1, v2, . . . , vn, en,
vn+1), where for each i, vi, vi+1 are the ends of edge ei, be a walk in G. Define
γ(W ) = γ(e1; v1, v2)γ(e2; v2, v3) · · · γ(en; vn, vn+1) when Γ is multiplicative and
γ(W ) = γ(e1; v1, v2) + γ(e2; v2, v3) + · · · + γ(en; vn, vn+1) when Γ is additive.
For each cycle C of G choose a closed Eulerian walk WC in C, and define C
to be balanced with respect to γ if γ(WC) is the identity element of Γ. Let Bγ
be the collection of cycles in G that are balanced with respect to γ. Observe
that if W ′

C is another closed Eulerian walk in C then γ(WC) and γ(W ′
C) are

conjugate. Thus Bγ is well-defined. If (G,B) is a biased graph and γ is a
Γ-gain function such that Bγ = B, then we say γ realizes (G,B) and that γ is
a Γ-realization of (G,B).

Switching and scaling. Given a Γ-gain function γ on G and a function
η : V (G)→ Γ, define the gain function γη by γη(e) = η(t(e))−1 ·γ(e) ·η(h(e)) if
Γ is multiplicative and by γη(e) = −η(t(e))+γ(e)+η(h(e)) if Γ is additive. The
function η is a switching function. It is straightforward to check that a cycle C
is balanced with respect to γ if and only if C is balanced with respect to γη, so
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Bγ = Bγη . Observe also that for switching functions η1 and η2, (γη1)η2 = γη1η2

or γη1+η2 . Two Γ-gain functions ϕ and ψ are switching equivalent if there is
a switching function η such that ϕη = ψ. In the case that Γ is the additive
group of a field F, we may choose any nonzero element a ∈ F and obtain a new
gain function aϕ defined by a ·ϕ(e) for each edge e. Clearly Baϕ = Bϕ. We say
aϕ is obtained from ϕ by scaling. When Γ is the additive group of a field, we
say two gain functions ϕ and ψ are switching-and-scaling equivalent if there is
a switching function η and scalar a ∈ F× such that aϕη = ψ. Evidently, for a
multiplicative group Γ the relation of being switching equivalent partitions the
collection of Γ-gain functions on a graph into equivalence classes, its switching
classes. Similarly, when Γ is the additive group of a field the relation the being
switching-and-scaling equivalent partitions the collection of Γ-gain functions
on a graph into its switching-and-scaling classes. Propositions 2.1 and 2.2 are
immediate.

Proposition 2.1. Let F be a forest in a graph G and let γ be a Γ-gain function
on G. There is a switching function η such that γη(e) is the identity for all
edges e in F .

Let F be a forest of a graph. A gain function γ is said to be F -normalized
when γ(e) is the identity for all edges e in F .

Proposition 2.2. Let Γ be an abelian group, G be a graph, and F a maximal
forest in G. If ϕ and ψ are two F -normalized Γ-gain functions on G, then ϕ
and ψ are switching equivalent if and only if ϕ = ψ. In the case that Γ is the
additive group of a field F, ϕ and ψ are switching-and-scaling equivalent if and
only if ϕ = aψ for some scalar a ∈ F×.

Minors and induced gain functions. Minors of gain graphs are defined
so that they are consistent with those of their corresponding biased graphs.
Let Γ be a group, and let (G, γ) be a Γ-gain graph. Every minor H of G has an
induced Γ-gain function γ|H inherited from γ. Moreover, whenever (H,S) is a
biased graph that is a minor of (G,Bγ) then (H,S) is realized by the induced
gain function γ|H on E(H) inherited from γ. We now define these notions and
justify this claim.

Let e be an edge of G. We denote by (G, γ)\e and (G, γ)/e the gain graphs
obtained by deletion and contraction of e with their induced gain functions
defined as follows. The induced gain function γ|G\e on G\e is the restriction
of γ to E(G)− e. If e is a loop assigned the identity element of Γ by γ, then
G/e = G\e so again the induced gain function is just the restriction of γ to
E(G) − e. If e is a link, then there is switching function η such that γη(e) is
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the identity element of Γ. Define the induced gain function γ|G/e on G/e to
be the restriction of γη to E(G)− e. Finally, suppose e is a loop with γ(e) not
equal to the identify element of Γ. Suppose e is incident to vertex v ∈ V (G).
For a lift-type contraction of e, (G, γ)/e is the gain graph (G\e, ι) where ι is
the gain function assigning the identity element of Γ to every edge; declare ι
to be the induced gain function on (G, γ)/e. For a frame-type contraction of e,
(G, γ)/e is the gain graph (G′, γ|G′) in which G′ is the underlying graph of the
biased graph (G,Bγ)/e obtained by the frame-type contraction of the joint e
defined in Section 2.1 above, and γ|G′ is the gain function whose restriction to
E(G− v) is equal to the restriction of γ to E(G− v), that assigns the identity
element of Γ to each balanced loop of (G,Bγ)/e, and assigns γ(e) to each new
joint of (G,Bγ)/e.

For link minors, induced gain functions can be defined globally (up to
switching) as follows. Consider a biased graph (G,B) and two disjoint subsets
K,D ⊆ E(G) where K does not contain any loops. Let K ′ ⊆ K be a set of
edges that induce a maximal forest in G[K], and let D′ = D ∪ (K\K ′). Then
(G,B)/K\D = (G,B)/K ′\D′. Thus a link minor may always be obtained
by contraction of an acyclic set. Consider a gain graph (G, γ) with disjoint
subsets K,D ⊆ E(G) where K does not contain a loop. We obtain an induced
gain function γ|G/K\D for G/K\D as follows. Choose a subset K ′ ⊆ K such
that G[K ′] is a maximal forest contained in G[K], and choose a maximal forest
F of G containing K ′. Let γη be the F -normalization of γ. Define γ|G/K\D to
be the restriction of γη to E(G)− (K ∪D).

Proposition 2.3. Let G be a graph and let F be the edge set of a forest in
G. Let Γ be an abelian group (resp., the additive group of a field). Then ϕ
and ψ are switching equivalent (resp., switching-and-scaling equivalent) Γ-gain
functions on G if and only if ϕ|G/F and ψ|G/F are switching equivalent (resp.,
switching-and-scaling equivalent).

Proof. Extend F to a maximal forest Fm in G and assume that ϕ and ψ are
normalized on Fm. If ϕ and ψ are switching inequivalent (resp., switching-
and-scaling inequivalent), then certainly ϕ 6= ψ (resp., ϕ 6= aψ for any scalar
a), and since both are normalized on Fm, their restrictions to E(G)\Fm are
not equal (resp., neither is obtained by scaling the other). Now in G/F , the
induced gain functions ϕ|G/F and ψ|G/F are normalized on the maximal forest
Fm\F of G/F and ϕ|G/F 6= ψ|G/F . Thus by Proposition 2.2 ϕ|G/F and ψ|G/F
are switching inequivalent (resp., switching-and-scaling inequivalent) on G/F .

Conversely, if ϕ and ψ are switching equivalent (resp., switching-and-
scaling equivalent), then by Proposition 2.2, ϕ = ψ (resp., ϕ = aψ for some
scalar a), so ϕ|G/F = ψ|G/F (resp., ϕ|G/F = aψ|G/F ).
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We say that biased graph (G,B) has an (H,S)-minor (respectively, (H,S)-
link minor) when there is a minor (resp., link minor) (G′,B′) of (G,B) that
is isomorphic to (H,S). The following proposition now follows immediately
from the definitions.

Proposition 2.4. If γ is a Γ-realization of (G,B) and (G′,B′) is a minor of
(G,B), then the induced gain function γ|G′ is a Γ-realization of (G′,B′).

When γ is a Γ-realization of (G,B) and (G′,B′) is a minor of (G,B), we say
the Γ-realization γ|G′ of (G′,B|G′) is the induced Γ-realization of (G′,B|G′).

Minors and canonical representations. Given a matroid M represented
over a field by a matrix A, the operation of removing column e from A yields
a matrix representation of M\e. The operation of applying row operations so
that column e contains a unique nonzero element equal to 1 and then removing
column e along with the row in which column e is nonzero yields a matrix
representation of M/e. With just a little more care, we may apply these
usual operations to a canonical matrix representation to obtain a canonical
matrix representation given by the corresponding induced gain function on
the gain graph minor. For a canonical matrix A, and column e of A, denote
by A\e the matrix obtained by removing column e from A. Denote by A/e
a matrix obtained by applying row operations so that column e contains a
unique nonzero element equal to 1, say in row i, and then removing column e
and row i from A, subject to the following. If A is a canonical lift matrix and e
is a link, then row i is not the “gains row” v0. If A is a canonical frame matrix
and if e is a joint, then also scale columns so that for each column e′ 6= e with
a nonzero entry in row i and with a second nonzero entry in a row j 6= i, entry
Aje′ is equal to 1− γ(e).

Given an F×-gain function ϕ on a graph G, denote by AF (G,ϕ) the canon-
ical frame matrix defined by (G,ϕ) as described in Section 1.1. Similarly,
for an F+-gain function ψ on G, denote by AL(G,ψ) the canonical lift ma-
trix defined by (G,ψ), as described in Section 1.1. The following lemma is a
straightforward consequence of the definitions.

Lemma 2.5. Let G be a graph, let F be a field, and let ϕ : ~E(G) → F× and

ψ : ~E(G)→ F+ be gain functions. Let e ∈ E(G).
(i) AF ((G,ϕ)\e) = AF (G,ϕ)\e and AL((G,ϕ)\e) = AL(G,ϕ)\e.
(ii) AF ((G,ϕ)/e) = AF (G,ϕ)/e, where if e is a joint the contraction oper-

ation is of frame type.
(iii) AL((G,ψ)/e) = AL(G,ψ)/e, where if e is a joint the contraction op-

eration is of lift type.
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Evidently, if A and B are projectively equivalent matrices over F, then so
too are A\e and B\e projectively equivalent, as are A/e and B/e.

2.4 ∆-Y and Y -∆ exchanges

The operations of ∆-Y and Y -∆ exchange in graphs and in matroids are well
understood. Here we generalize these operations from graphs to biased graphs,
and show that an exchange in a biased graph representation agrees with that
in the matroid. We apply ∆-Y and Y -∆ exchanges in a biased graph (G,B) by
performing the usual operation in G, then appropriately defining a collection
of balanced cycles to define the resulting biased graph. We use these tools in
Sections 4 and 5.

Let X = {a, b, c} be the edge set of a triangle T in a graph G, with
V (T ) = {x, y, z}, where a = yz, b = xz, and c = xy. Delete edges a, b, c from
G, add a new vertex v to G, along with three new edges vx, vy, and vz, and
label the new edges a, b, c so that a = vx, b = vy, and c = vz. The resulting
graph, in which the triangle X is replaced with a K1,3-subgraph with the same
set of edges, is said to have been obtained from G by a ∆-Y exchange, and is
denoted by ∆XG.

The reverse operation is a Y -∆ exchange: Let v be vertex of degree three
in a graph G, whose incident edges Y = {a, b, c} induce a K1,3-subgraph of G.
Let x, y, z be the neighbours of v in G, where a = vx, b = vy, and c = vz.
Delete v along with its incident edges a, b, c, and add three new edges xy, yz,
and xz, and label the new edges a, b, c so that a = yz, b = xz, and c = xy.
The resulting graph, in which the K1,3-subgraph Y is replaced with a triangle
with the same set of edges, is said to have been obtained from G by a Y -∆
exchange, and is denoted by ∇YG.

We extend these operations to biased graphs as follows. Let (G,B) be a
biased graph and let X be a balanced triangle of G. Define ∆XB to be the
collection of cycles of ∆XG given by

{C ∈ B : |C ∩X| = 0 or 2} ∪ {C4X : C ∈ B and |C ∩X| = 1}

where 4 denotes symmetric difference. Let Y be a K1,3-subgraph of (G,B).
Define ∇Y B to be the collection of cycles of ∇YG consisting of Y together
with the minimal nonempty members of the set

{C : C ∈ B and |C ∩ Y | = 0 or 2} ∪ {C4Y : C ∈ B and |C ∩ Y | = 2}.

The proofs of the following two propositions are straightforward checks.
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Proposition 2.6. Let X be a balanced 3-cycle in a biased graph (G,B). Then
(∆XG,∆XB) is a biased graph.

Proposition 2.7. Let Y be a K1,3-subgraph of a biased graph (G,B). Then
(∇YG,∇Y B) is a biased graph.

We denote the biased graph (∆XG,∆XB) by ∆X(G,B) and the biased
graph (∇YG,∇Y B) by ∇Y (G,B).

Observe that a ∆-Y exchange in a graph G is given by a 3-sum of a labelled
K4 and G. To perform a ∆-Y exchange in a matroid M , take a copy of M(K4)
on ground set {a, b, c, a′, b′, c′} labelled so that {a, b, c} is a triangle, {a′, b′, c′}
is a triad, and each of {a, b′, c′}, {a′, b, c′}, and {a′, b′, c} are triangles. Let
X = {a, b, c} be a triangle of M , and take the generalized parallel connection
of M and M(K4) across X (see [10], Sections 11.4 & 11.5). Finally, delete
X and relabel each of a′, b′, c′ by a, b, c, respectively. The resulting matroid is
said to have been obtained via a ∆-Y exchange on X, and is denoted ∆XM .

A Y -∆ exchange in a matroid M is defined via duality. Let Y be a triad
of M . Then Y is a triangle of the dual M∗. Define ∇YM = (∆YM

∗)∗. We
say ∇YM is obtained from M via a Y -∆ exchange on Y .

The following proposition is a straightforward consequence of the defini-
tions. It can be proved by comparing flats.

Proposition 2.8. Let (G,B) be a biased graph.
(i) If X is a balanced triangle of (G,B), then F (∆X(G,B)) = ∆XF (G,B)

and L (∆X(G,B)) = ∆XL(G,B).
(ii) Let Y be a K1,3-subgraph of G for which, if (G,B) is unbalanced,

(G,B) − E(Y ) remains unbalanced. Then F (∇Y (G,B)) = ∇Y F (G,B) and
L (∇Y (G,B)) = ∇YL(G,B).

The projective equivalence classes of matrix representations of a matroid
are well-behaved under ∆-Y exchanges:

Proposition 2.9 (Whittle [12, Lemma 5.7]). Let M ′ be a matroid obtained
from the matroid M by a single ∆-Y exchange, and let F be a field.

(i) M is F-representable if and only if M ′ is F-representable.
(ii) The projective equivalence classes of F-representations of M are in

one-to-one correspondence with the projective equivalence classes of F-repre-
sentations of M ′.

Gain functions realizing a biased graph are similarly well-behaved under
∆-Y exchanges. Proposition 2.10 is an analogue of Proposition 2.9.
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Proposition 2.10. Let X be a balanced triangle of a biased graph (G,B). Let
Γ be the multiplicative (resp., additive) group of a field.

(i) ϕ is a Γ-realization of (G,B) if and only if ϕ is a Γ-realization of
∆X(G,B).

(ii) The switching (resp., switching-and-scaling) classes of Γ-realizations of
(G,B) are in one-to-one correspondence with the switching (resp., switching-
and-scaling) classes of Γ-realizations of ∆X(G,B).

Proof. (i) Let F be a maximal forest of ∆XG containing X. For each edge
e ∈ X, F − e is a maximal forest of G that contains two edges of X. By
Proposition 2.2, every Γ-realization of (G,B) is switching equivalent (resp.,
switching-and-scaling equivalent) to a unique (resp., unique up to scaling)
(F−e)-normalized Γ-realization and every Γ-realization of ∆X(G,B) is switch-
ing (resp., switching-and-scaling) equivalent to a unique (resp., unique up to
scaling) F -normalized Γ-realization. Since X is a balanced triangle of (G,B),
every (F − e)-normalized Γ-realization of (G,B) also has identity gain value
on e. Thus a Γ-realization assigning identity gains to each edge in X is a Γ-
realization of (G,B) if and only if it is a Γ-realization of ∆X(G,B). Thus we
obtain a canonical bijection between between Γ-gain realizations of (G,B) and
∆X(G,B), so (ii) holds.

We now show that a ∆-Y exchange applied to a canonical representation
agrees with the exchange applied to its gain graph. Over any field, a matrix
representing the matroid M(K4) is projectively equivalent to the matrix I(K4)
shown below.

I(K4) =


1 0 0 1 1 0
0 1 0 −1 0 1
0 0 1 0 −1 −1
−1 −1 −1 0 0 0


The first three columns of this matrix represent a triad and the last three
columns a triangle of K4. Given a matrix A′ such that M(A′) contains a
triangle X, A′ is projectively equivalent to a matrix A in which the columns
corresponding to X are as the last three columns of I(K4), perhaps with one
row omitted or with zero rows added. Let ∆XA denote the matrix obtained
from A by replacing the columns for X with first three columns of I(K4),
where possibly the fourth row is omitted or additional zero rows are added.
Then M(∆XA) = ∆XM(A) [2]. Similarly if M(A′) contains a triad Y , then
A′ is projectively equivalent to a matrix A in which the columns corresponding
to Y are as the first three columns of I(K4), possibly with a row omitted or
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additional zero rows. Let ∇YA denote the matrix A obtained by replacing the
columns of Y with those of the last three columns of I(K4). Then M(∇YA) =
∇YM(A) [2]. Thus the next fact follows immediately from Proposition 2.10.

Proposition 2.11. Let F be a field and let (G,ϕ) be a Γ-gain graph, where
Γ ∈ {F×,F+}. Let X be a balanced triangle of (G,Bϕ) and let Y be a K1,3-
subgraph of G.

(i) ∆XAF (G,ϕ) is a canonical frame matrix particular to (∆XG,ϕ),

(ii) ∇YAF (G,ϕ) is a canonical frame matrix particular to (∇YG,ϕ),

(iii) ∆XAL(G,ϕ) is a canonical lift matrix particular to (∆XG,ϕ),

(iv) ∇YAL(G,ϕ) is a canonical lift matrix particular to (∇YG,ϕ).

2.5 Almost-balanced biased graphs: roll-ups

Let (G,B) be an almost-balanced biased graph with the property that after
deleting its joints it has a unique balancing vertex u. Let J be the set of
joints of (G,B) that are not incident to u, and denote by δ(u) the set of
links incident to u. It is not difficult to check that the theta property implies
that for each pair e, e′ ∈ δ(u), either all cycles containing both e and e′ are
balanced or all cycles containing both e and e′ are unbalanced (for details, see
[5, Section 1]). Observe that, just as for a pair e, e′ ∈ δ(u) for which every
cycle containing both e and e′ is balanced, for every pair f, f ′ ∈ J , every path
linking the endpoint of f with the endpoint of f ′ together with f and f ′ is
a circuit of F (G,B). Define ΣG(u) = Σ(u) = δ(u) ∪ J . Then for each pair
of edges e1, e2 ∈ ΣG(u), either every minimal path linking the endpoints of
e1 and e2 in G − u together with {e1, e2} forms a circuit in F (G,B), or each
such path together with {e1, e2} is independent in F (G,B). Define a relation
∼ on ΣG(u) in which ei ∼ ej if and only if i = j, or there is a balanced cycle
containing ei and ej, or ei and ej are both in J . It is straightforward to check
that ∼ is an equivalence relation [5, Lemma 1.4]. We call the ∼-equivalence
classes partitioning Σ(u) the unbalancing classes of Σ(u), and denote the set
of unbalancing classes of Σ(u) by Σ(u)/∼.

Now consider the biased graph (Ĝ, B̂) obtained from (G,B) by replacing

each joint e ∈ J incident to a vertex v 6= u with a uv-link. Define B̂ to be the
set of those cycles having intersection of size 0 or 2 with each unbalancing class
of ΣG(u). It is straightforward to check by comparing circuits that F (Ĝ, B̂) =

F (G,B). Call (Ĝ, B̂) the unrolling of (G,B) to u. If J is empty, then set
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(Ĝ, B̂) = (G,B). Observe that u is a balancing vertex of (Ĝ, B̂), that ΣĜ(u) =
ΣG(u), and that ΣĜ(u)/∼ = ΣG(u)/∼; that is, the unbalancing classes of
ΣG(u) and of ΣĜ(u) are the same.

For each unbalancing class U of ΣĜ(u) there is a biased graph (GU ,BU) for

which F (GU ,BU) = F (G,B) = F (Ĝ, B̂), obtained from (Ĝ, B̂) by replacing
each link e = uv ∈ U with a joint incident to v (this fact is straightforward
to check by comparing circuits; it appears in [5, Proposition 2.2]). Call each

such biased graph a roll-up of (Ĝ, B̂) from u. It is a straightforward check
that for each unbalancing class U ∈ ΣĜ(u)/∼, ΣGU (u)/∼ = ΣĜ(u)/∼. Note
that J is an unbalancing class of ΣĜ(u), and that (GJ ,BJ) = (G,B). Define

R(G,B) to be the set of biased graphs consisting of (Ĝ, B̂) together with all of
its roll-ups. Since each of these biased graphs shares precisely the same set
of unbalancing classes, we may write simply Σ(u)/∼ for this set, when it is
clear that we are considering a biased graph in the collection R(G,B). Thus

|R(G,B)| = |Σ(u)/∼| + 1. Finally, observe that since (Ĝ, B̂) has no pair of

vertex-disjoint unbalanced cycles, L(Ĝ, B̂) = F (Ĝ, B̂).

There is a special case to consider if (G,B) is balanced after removing its
set of joints J . Let x be a new isolated vertex added to V (G). Then J may be
unrolled to any vertex of G, including x. In the case that J is unrolled to x,
we obtain a balanced biased graph (H, C(H)), so F (G,B) is equal to the cycle
matroid M(H) of H. The reverse operation may be applied to any graph.
Given a graph H and a vertex x ∈ V (H), let (G,B) be the rollup of the set
of edges incident to x; that is, since the set of edges incident to x is a single
unbalancing class, replace each edge xv with a joint incident to its endpoint
v. Then M(H) = F (G,B).

If a biased graph has two distinct balancing vertices, then it has the very
restricted form described in Proposition 2.12.

Proposition 2.12 (Zaslavsky [13]). Let (G,B) be a 2-connected unbalanced
biased graph with two distinct balancing vertices x and y. Then G is a union
of subgraphs G1 ∪ · · · ∪Gm where for each pair i 6= j, Gi ∩Gj = {x, y}, and a
cycle is in B if and only if it is contained in a single subgraph Gi. If m ≥ 3
then x and y are the only balancing vertices of (G,B).

Observe that if a biased graph (G,B) of the form described in Proposition
2.12 has a subgraph Gi with at least two edges, then (E(Gi), E(G) − E(Gi))
is a 2-separation of both L(G,B) and F (G,B).
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2.6 Full-rank canonical lift-matrix representations

Let G be a graph and let γ be an F+-gain function on G, for some field F.
The canonical lift matrix AL(G, γ) consists of the oriented incidence matrix
of the subgraph of G induced by its links together with a row v0 of gains. It
is sometimes inconvenient that this matrix is not of full rank. Choosing one
vertex in each component of G, and deleting the rows of AL(G, γ) indexed
by these vertices yields a matrix representation of L(G,Bγ) that is of full
rank. In the case G is connected, just one row is removed, and the oriented
incidence matrix of G is recovered from the resulting matrix by appending a
row equal to the negation of the sum of all rows but v0. When G is connected,
let us denote by A−vL (G, γ) the matrix obtained from AL(G, γ) by deleting
the row indexed by the vertex v ∈ V (G). Then A−vL (G,Bγ) is a full-rank
matrix representing L(G,Bγ). Clearly, for any vertex v ∈ V (G) the matrices
A−vL (G, γ) and AL(G, γ) are projectively equivalent, and for any pair of vertices
u, v ∈ V (G), the matrices A−uL (G, γ) and A−vL (G, γ) are projectively equivalent.
We say A−vL (G, γ) is a full-rank canonical lift matrix representation of L(G,Bγ).
In the case that (G,Bγ) has a balancing vertex u after deleting its joints,
it will be convenient to use A−uL (G, γ) as the full-rank canonical lift matrix
representation of L(G,Bγ).

3 Unavoidable minors

In this section we prove Theorems 4, 5, and 6. We show that there is a small
collection of biased graphs, at least one of which must appear as a minor
in every 2-connected biased graph. From this collection we obtain a slightly
larger collection of biased graphs, and show that every 2-connected properly
unbalanced biased graph contains a subdivision of at least one of these biased
graphs. We prove an analogous result for 2-connected almost-balanced biased
graphs, which we require for the proof of Theorem 5.5. Finally, we show that
inequivalence of gain functions may always be found on a one of small number
of unavoidable minors.

3.1 The minor-minimal, 2-connected, properly unbal-
anced biased graphs

Let G0 denote the set of minor-minimal biased graphs that are 2-connected
and properly unbalanced. We first describe 13 biased graphs in G0, then show
that these 13 biased graphs form the complete set. Recall that we denote the
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Name Balanced cycles
T0 none

T1

T2

T′2

T3

T4

Figure 3: The graph 2C3 and its six possible classes of balanced cycles not
containing a cycle of length two.

graph obtained from a 3-cycle by replacing each edge with a pair of parallel
edges by 2C3, and that we call the graph obtained from a 4-cycle by replacing
each edge in a pair of non-adjacent edges with a pair of parallel edges the tube,
and denote it by 2C ′′4 . Six of the biased graphs in G0 have underlying graph
2C3, three have underlying graph 2C ′′4 , and four have underlying graph K4.

The set of cycles of the graph K4 consists of four triangles and three quadri-
laterals. We denote by Dt,q = (K4,Bt,q) the biased K4 with exactly t balanced
triangles and q balanced 4-cycles. There are seven biased K4’s: D0,0, D0,1, D0,2,
D0,3, D1,0, D2,1, and D4,2 [14]. A biased K4 is properly unbalanced if and only
if it does not contain a balanced triangle. Thus the properly unbalanced K4’s
are D0,0, D0,1, D0,2, and D0,3.

Proposition 3.1. There are six unlabelled properly unbalanced biased 2C3’s.

Proof. A biased graph (2C3,B) is properly unbalanced if and only if B does
not contain a 2-cycle. Thus by theta property, B is a collection of triangles
pairwise intersecting in at most one edge. There are eight triangles in 2C3;
any set of five contains a pair that intersect in more than one edge. Hence B
contains at most 4 triangles. The possibilities are shown in Figure 3.

A biased tube is properly unbalanced if and only if it has no balanced
2-cycle. There are three such tubes, described in Figure 4.

We now show that the set of biased graphs consisting of the four biased
K4’s with no balanced triangle, the six biased 2C3’s with no balanced 2-cycle,
and the three biased tubes with no balanced 2-cycle,

{D0,0,D0,1,D0,2,D0,3,T0,T1,T2,T
′
2,T3,T4,B0,B1,B2},
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Name Balanced cycles
B0 none

B1

B2

Figure 4: The graph 2C ′′4 and its three possible classes of balanced cycles not
containing a cycle of length two.

forms the complete collection G0 of minor-minimal, 2-connected, properly un-
balanced biased graphs.

A subdivision of a biased graph (G,B) is a biased graph (H,S) in which H
is a subdivision of G and a cycle C of H is in S if and only if its corresponding
cycle C ′ of G is in B. Proposition 3.2 follows immediately from Menger’s
Theorem.

Proposition 3.2. Let (G,B) be a 2-connected biased graph. If (G,B) contains
a vertex-disjoint pair of unbalanced cycles, neither of which is a loop, then
(G,B) contains a subdivision of B0, B1, or B2.

Thus to prove Theorem 4 it remains just to show that a properly unbal-
anced biased graph without two vertex-disjoint unbalanced cycles has a link
minor from G0. A properly unbalanced biased graph with no two vertex-
disjoint unbalanced cycles is tangled. The structure of tangled signed graphs
was characterized by Slilaty [11] and the structure of tangled biased graphs
in general was characterized by Chen and Pivotto [3]. The following theorem
could be proven as a consequence of Chen and Pivotto’s work in [3], but the
direct proof we present here seems no more difficult.

Theorem 3.3. Every tangled biased graph contains as a link minor either a
biased 2C3 with no balanced 2-cycle or a biased K4 with no balanced triangle.

Lemma 3.4. Let Ω be a tangled biased graph. Assume Ω contains an unbal-
anced cycle C and a pair of unbalanced cycles Cx and Cy such that V (C) ∩
V (Cx) = {x}, V (C)∩ V (Cy) = {y}, and x 6= y. Then C ∪Cx ∪Cy contains a
biased 2C3 with no balanced 2-cycle as a link minor.

Proof. Since Ω is tangled, (Cx ∪ Cy) − {x, y} is connected; furthermore, it is
vertex-disjoint from C and so balanced. Let K be the edge set of (Cx ∪Cy)−
{x, y}. Then (C∪Cx∪Cy)/K is a link minor of C∪Cx∪Cy and is a subdivision
of a biased 2C3 with no balanced 2-cycle. The result follows.
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Proof of Theorem 3.3. Let Ω be a link-minor-minimal counterexample. Then
|V (Ω)| > 2 and Ω has no joint, else Ω would not be tangled. If Ω has more
than one unbalanced block but no two disjoint unbalanced cycles, then Ω must
have a balancing vertex, a contradiction. Hence Ω has only one unbalanced
block. Evidently our desired minor exists in Ω if and only if it exists in the
unbalanced block of Ω. Hence by minimality Ω is 2-connected. By minimality
we may also assume that Ω has no balanced 2-cycles.

Claim 1. The underlying graph of Ω is simple.

Proof of Claim: By way of contradiction assume that C is an unbalanced 2-
cycle in Ω with vertices x and y. Thus Ω− x contains an unbalanced cycle Cy
passing through y and Ω− y contains an unbalanced cycle Cx passing through
x. By Lemma 3.4, Cx ∪ Cy ∪ C contains a biased 2C3 without a balanced
2-cycle, a contradiction. ♣

If Ω has just three vertices, then the underlying graph of Ω is a triangle.
This is not the case, as a biased triangle has a balancing vertex. If Ω has
exactly four vertices, then Ω − v is an unbalanced triangle for each vertex v,
else Ω has a balancing vertex. But then Ω is a biased K4 without a balanced
triangle, a contradiction. Thus |V (Ω)| ≥ 5.

Claim 2. For each vertex v, Ω− v is unbalanced and has a balancing vertex.

Proof of Claim: Minimality implies that for any vertex v in Ω, Ω − v is not
tangled. Since Ω− v is unbalanced and has no two disjoint unbalanced cycles,
it must have a balancing vertex. ♣

Given an edge e with endpoints x and y, we denote the vertex in Ω/e
resulting from the identification of x and y by ve or vxy.

Claim 3. For each edge e, Ω/e has ve as its unique balancing vertex.

Proof of Claim: By minimality, Ω/e is not tangled and has no two vertex-
disjoint unbalanced cycles and so must therefore have a balancing vertex. If
there is a balancing vertex u 6= ve, then every unbalanced cycle of Ω/e passes
through u, so every unbalanced cycle of Ω passes through u. But this implies
that u is a balancing vertex of Ω, a contradiction. ♣

Claim 4. Ω does not have a vertical 2-separation (A,B) in which B is balanced.

Proof of Claim: Suppose, for a contradiction, that (A,B) is a vertical 2-
separation in which B is balanced. Let {x, y} = V (A) ∩ V (B), and let e be
an edge in B not incident to at least one of x and y. By Claim 3, Ω/e has
balancing vertex ve. By our choice of e, (A,B \ e) is a 2-separation of Ω/e,
and V (A)∩V (B \e) is either {x, y}, {x, ve} or {ve, y}. In any case, since B \e
is balanced, every unbalanced cycle of Ω/e either does not intersect B \ e or
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intersects B\e in the edges of a path linking the two vertices of V (A)∩V (B\e).
This implies that there is a vertex v ∈ {x, y} such that every unbalanced cycle
in Ω contains v. This means v a balancing vertex of Ω, a contradiction. ♣

Claim 5. Ω is 3-connected.

Proof of Claim: Suppose that Ω has a vertical 2-separation (A,B) and let
{x, y} = V (A) ∩ V (B). By Claim 4, neither A nor B is balanced. Since Ω
does not have a balancing vertex both Ω − x and Ω − y are unbalanced. Let
Cx be an unbalanced cycle in Ω− x and Cy be an unbalanced cycle in Ω− y.
Without loss of generality, assume E(Cx) ⊆ A. Since Ω has no pair of vertex-
disjoint unbalanced cycles and Cy does not contain y, this implies that also
E(Cy) ⊆ A. Hence E(Cx) ∪ E(Cy) ⊆ A. Since B is unbalanced, there is an
unbalanced cycle C ′ in Ω[B]; since C ′ is vertex-disjoint from neither Cx nor
Cy, C

′ meets both vertices x and y. Thus by Lemma 3.4, Cx∪Cy∪C ′ contains
a biased 2C3 having no balanced 2-cycle, a contradiction. ♣

Now let e = xy be an edge of Ω and let E1, . . . , Em be the unbalancing
classes of edges incident to balancing vertex vxy in Ω/e. Since Ω/e is unbal-
anced, m ≥ 2. Let Ex,i be the set of edges of Ei that are incident to x in Ω
and let Ey,i be the set of edges of Ei that are incident to y in Ω. Since Ω−y is
unbalanced, at least two of Ex,1, . . . , Ex,m are nonempty; similarly, at least two
of Ey,1, . . . , Ey,m are nonempty. Let X be the set of vertices in Ω− y adjacent
to x, and let Y be the set of vertices in Ω−x that are adjacent to y. Since the
underlying graph of Ω is simple, |X| ≥ 2 and |Y | ≥ 2. Now take x1, x2 ∈ X
so that edges xx1 and xx2 are in different sets Ex,1, . . . , Ex,m; similarly, take
y1, y2 ∈ Y so that edges yy1 and yy2 are in different sets Ey,1, . . . , Ey,m. Since
the underlying graph of Ω is simple, x1 6= x2 and y1 6= y2.

Claim 6. Vertices x1, x2, y1, y2 cannot be chosen so that {x1, x2}∩{y1, y2} = ∅.
Proof of Claim: Suppose to the contrary that {x1, x2}∩{y1, y2} is empty. Since
Ω is 3-connected, there is an x1-x2 path P in Ω − {x, y}. Because edges xx1

and xx2 are in different sets Ex,1, . . . , Ex,m, the cycle xx1Px2x is unbalanced.
For i ∈ {1, 2} let ei denote the yyi-edge in Ω. Since vyyi is a balancing vertex
in Ω/ei (by Claim 3), the path P must contain y1 and y2. Hence there is a
y1-y2 path P ′ properly contained in P that avoids both x1 and x2. Because
edges yy1 and yy2 are in different sets Ey,1, . . . , Ey,m, the cycle C = yy1P

′y2y
is unbalanced. But C avoids x1, x2, and x, and so avoids the balancing vertex
vxx1 in Ω/xx1, so this is a contradiction. ♣

Claim 7. Vertices x1, x2, y1, y2 cannot be chosen so that |{x1, x2}∩{y1, y2}| = 1.

Proof of Claim: By way of contradiction assume that |{x1, x2} ∩ {y1, y2}| = 1
where, without loss of generality, x2 = y1. As in the proof of Claim 6, any
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Figure 5: P has exactly two triangles, which comprise its set of balanced cycles.

x1-x2 path P in Ω − {x, y} must contain y2. Thus there is a y1-y2 path P ′

properly contained in P and avoiding x1, leading to the contradiction that
there is an unbalanced cycle in Ω/xx1 avoiding the balancing vertex vxx1 . ♣

By Claims 6 and 7, every choice of x1, x2, y1, y2 has (without loss of
generality) x1 = y1 and x2 = y2. This implies that X = {x1, x2} = Y =
{y1, y2}, since otherwise we may choose a third vertex in X or Y so that
|{x1, x2} ∩ {y1, y2}| ∈ {0, 1}. Let e′ and e′′ be respectively the xx1- and xx2-
edges in Ω and let f ′ and f ′′ be the yx1- and yx2-edges in Ω. It cannot be that
e′ and f ′ are in the same unbalancing equivalence class Ej ∈ {E1, . . . , Em}
because then Ω − x2 would be balanced. Similarly e′′ and f ′′ are not in the
same equivalence class. Because Ω is 3-connected, there is an x1x2-path P in
Ω−{x, y}. The subgraph of Ω on edges E(P )∪{e, e′, e′′, f ′, f ′′} is a subdivision
of K4 without a balanced triangle, a contradiction.

3.2 Unavoidable topological subgraphs

As is often the case with graphs, minors are harder to work with than sub-
graphs. In this section we prove Theorem 5, an analogue of Theorem 4 for
biased topological subgraphs. We also prove a result on unavoidable biased
topological subgraphs for almost-balanced biased graphs.

Let P denote the biased graph whose underlying graph is the triangular
prism, with just its two triangles balanced (Figure 5). Let L denote the match-
ing of three edges linking the two triangles of P. Observe that P/L ∼= T2. Let
P2 and P1, respectively, be the biased graphs obtained from P by contracting
1 and 2 edges of L, respectively (so P2 has two edges of L remaining, and P1

has just one edge of L remaining from P). Set T0 = G0 ∪ {P,P1,P2}. Theo-
rem 5 guarentees that at least one of the biased graphs in T0 is unavoidable
as a biased topological subgraph in 2-connected properly unbalanced biased
graphs.

Proof of Theorem 5. If Ω is not tangled, then the result follows from Propo-
sition 3.2. So assume that Ω is tangled. By Theorem 3.3, Ω contains a link
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e′

Figure 6: The graph G′.

minor (G,B) that is either a biased K4 with no balanced triangle or a biased
2C3 with no balanced 2-cycle. In the first case, since K4 is 3-regular Ω contains
a subdivision of (G,B). In the second case, either Ω contains as a subgraph a
subdivision of (G,B) or Ω contains a link minor (G′,B′) that is 2-connected,
has minimum degree 3, and contains an edge e′ for which (G′,B′)/e′ = (G,B).
Since Ω is tangled, G′ is as shown in Figure 6. It is straightforward to check
that if (G,B) � T2, then (G′,B′) contains a K4 with no balanced triangle,
and so our desired subdivision. So assume that (G,B) ∼= T2. Then either
B′ consists of a pair of edge-disjoint triangles both avoiding e′ or B′ consists
of a pair of 4-cycles each of which contain e′ but are otherwise edge-disjoint.
In the latter case, we again have a biased K4 with no balanced triangle as a
subgraph, and so are done. In the former case, (G′,B′) ∼= P1. Thus either Ω
contains a subdivision of P1 or Ω contains as a link minor (G′′,B′′) which has
minimum degree 3 and an edge e′′ for which (G′′,B′′)/e′′ ∼= P1. Either B′′ con-
sists of a pair of 4-cycles sharing just e′′ or B′′ consists of a pair of edge-disjoint
triangles avoiding {e′, e′′}. Thus either (G′′,B′′) contains as a subdivision a
biased K4 with no balanced triangle, in which case we are done, or (G′′,B′′) is
isomorphic to P2. In the latter case, either Ω contains a subdivision of P2 or
Ω contains a link minor (G′′′,B′′′) with minimum degree 3 and an edge e′′′ for
which (G′′′,B′′′)/e′′′ ∼= P2. Thus B′′′ either consists of a pair of disjoint trian-
gles both avoiding {e′, e′′, e′′′} or a pair of 4-cycles sharing just e′′′. But if B′′′
consists of a pair of 4-cycles, then (G′′′,B′′′) contains a pair of vertex-disjoint
unbalanced triangles, contradicting the fact that Ω is tangled. Hence it must
be the case the B′′′ consists of a pair of disjoint triangles, so (G′′′,B′′′) ∼= P.

We now show that every almost-balanced biased graph containing a con-
trabalanced theta contains as a biased topological subgraph one of the biased
graphs in following collection. Denote the graph obtained from 2C3 by delet-
ing an edge by 2C3\e. The graph 2C3\e is obtained from the tube 2C ′′4 by
contracting one of its non-doubled links, so the cycles of 2C3\e are in bijective
correspondence with the cycles of 2C ′′4 . Thus there are exactly three biased
graphs (2C3\e,B) without a balanced 2-cycle, each obtained as a single-edge
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U2 U3

Figure 7: Two contrabalanced biased graphs representing U2,4.

contraction of B0, B1, or B2 (Figure 4). We denote these biased graphs by
B′0, B′1, and B′2, respectively. Recall that D1,0 = (K4,B) where B consists of
exactly one balanced triangle; D1,0 has a unique balancing vertex.

Proposition 3.5. Let (G,B) be a 2-connected biased graph that contains a
contrabalanced theta subgraph and a unique balancing vertex after removing
joints. Then (G,B) contains a subdivision of D1,0, B′0, B′1, or B′2.

Proof. Denote by nK2 the graph consisting of two vertices with n links between
them. Since (G,B) contains a contrabalanced theta subgraph, it contains a
subdivision of (nK2, ∅) for some n ≥ 3. Let K be such a subdivision in (G,B)
with n as large as possible. Let u be the balancing vertex of (G,B). One of the
two degree-n vertices of K is u; let v be the other degree-n vertex of K. Then
K is the union of n internally disjoint u-v-paths P1, . . . , Pn. By assumption
(G,B) does not have the structure described in Proposition 2.12. Thus there
is a path P in G internally disjoint from K with both its ends in K such that
either

• both ends of P are internal vertices of two distinct paths Pi and Pj, or

• P has u as one end, an internal vertex of one of the paths Pi as its other
end, and the cycle contained in P ∪ Pi is unbalanced.

In the first case, Pi∪Pj∪P is a theta subgraph with its cycle Pi∪Pj unbalanced
and its cycle avoiding u balanced. By the theta property the cycle in Pi∪Pj∪P
avoiding v is unbalanced. Thus K ∪ P contains a subdivision of D1,0. In the
second case, K ∪ P contains a subdivision of B′0, B′1, or B′2.

3.3 Confining inequivalence to a small minor

We can now prove Theorem 6.
Two biased graphic representations of U2,4 are U2 and U3, shown in Figure

7; all cycles in each are unbalanced. Theorem 6 localizes switching inequiva-
lence of gain functions on a small minor: if not a biased graph in G0 then on
both U2 and U3.
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Proof of Theorem 6. By Theorem 5, (G,B) has a biased subgraph (G0,B0)
that is a subdivision of a member of G0∪{P1,P2,P}. SinceG is 2-connected and
loopless, there is a sequence of 2-connected subgraphs (G0,B0), . . . , (Gn,Bn)
such that (Gn,Bn) = (G,B) and (Gi+1,Bi+1) = (Gi,Bi) ∪ Pi for some path
Pi that is internally disjoint from Gi. Let ϕi and ψi be the Γ-gain functions
induced by ϕ and ψ on Gi. If ϕ0 and ψ0 are switching inequivalent (resp.,
switching-and-scaling inequivalent in the case that Γ is the additive group of a
field), then the result follows by Proposition 2.3. Otherwise, there is an integer
t ∈ {0, . . . , n − 1} such that ϕi and ψi are switching (resp., switching-and-
scaling) equivalent for i ≤ t and ϕt+1 and ψt+1 are switching (resp., switching-
and-scaling) inequivalent. Let e be an edge in path Pt. Since Gt+1 is 2-
connected, there is a spanning tree Tt+1 of Gt+1 that does not contain e.
Normalize ϕt+1 and ψt+1 on Tt+1. Let Tt be Tt+1 restricted to Gt. Then Tt
is a spanning tree of Gt. Since ϕt+1 and ψt+1 are normalized on Tt+1, ϕt
and ψt are normalized on Tt. Since ϕt and ψt are switching (-and-scaling)
equivalent while ϕt+1 and ψt+1 are switching (-and-scaling) inequivalent, by
Proposition 2.2 ϕt = ψt (resp., ϕt = aψt for some scalar a) while ϕt+1 and
ψt+1 are equal (resp., equal up to scaling) everywhere except at e. Because
(G0,B0) is unbalanced, (Gt,Bt) is unbalanced, so neither ϕt nor ψt is trivial
(that is, neither assigns the identity element of Γ to every edge). Hence for
every cycle C of Gt+1 containing path Pt, ϕt+1(C) 6= ψt+1(C) (resp. if a is a
scalar such that ϕt = aψt then ϕt+1(C) 6= aψt+1(C)). Since ϕt+1 and ψt+1 are
Γ-realizations of (Gt+1,Bt+1), it must be that every such cycle C is unbalanced.
Extend Pt in Gt+1 to a path P that is internally disjoint from G0 but whose
endpoints are both on G0. Let ϕ′ and ψ′ be ϕt+1 and ψt+1 restricted to the
biased graph (G0,B0) ∪ P . Again, ϕ′ and ψ′ are equal (resp., equal up to
scaling) on every edge of (G0,B0)∪P save for the edge e and every cycle C in
(G0,B0) ∪ P containing e is therefore unbalanced. Now in (G0,B0) ∪ P there
is a link minor Ω = ((G0,B0)∪P )/K\D for which Ω\e is in G0 or Ω\e/f is in
G0 for some link f . The possibilities for Ω are as shown in Figure 8.

Re-normalize ϕ′ and ψ′ on a spanning tree of (G0,B0)∪(P−e) that contains
the contraction set K and let ϕ|Ω and ψΩ be the induced gain functions on Ω.
Again, ϕ|Ω and ψ|Ω are equal (equal up to scaling) on each edge of (G0,B0) ∪
(P−e) but differ (differ even after scaling) on edge e, and every cycle containing
e is unbalanced. The first outcome of the theorem holds in cases (i), (ii), (iv),
and (v) of Figure 8 while the second outcome holds in cases (iii) and (vi). A
single frame-type contraction of a joint is necessary in order to obtain U2 in
case (vi), but no other contraction of a joint is required. Thus all minors but
this one are link minors.
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Figure 8: The possibilities for Ω.

The following observation will be used in the proof of Theorem 5.1.

Corollary 3.6. If (G,B) is tangled, then the first outcome of Theorem 6 holds.

Proof. If the first outcome of Theorem 6 does not hold, then the biased graph
Ω in the proof of Theorem 6 is that of either case (iii) or (vi) of Figure 8. Each
of these contain a pair of vertex-disjoint unbalanced cycles, and so cannot
occur if (G,B) is tangled.

4 Representations of unavoidable minors

In this section we examine the relationship between gain functions on the bi-
ased graphs in G0 (along with a few other small biased graphs) and matrix
representations of their associated frame and lift matroids. In Section 4.1 we
show that for each biased graph Ω ∈ G0, a pair of canonical representations of
F (Ω) (resp., L(Ω)) are projectively equivalent if and only if their associated
gain functions are switching equivalent (resp., switching-and-scaling equiva-
lent). In Section 4.2 we show that for each biased graph Ω ∈ G0 every F-
representation of each of F (Ω) and L(Ω) is projectively equivalent to a canon-
ical F-representation particular to Ω.

4.1 Switching and projective equivalence

Let G be a graph and let F be a field. Recall that for an F×-gain function ϕ
and an F+-gain function ψ, we denote by AF (G,ϕ) and AL(G,ψ), respectively,
the canonical frame and lift matrices defined by (G,ϕ) and (G,ψ), resp., as
described in Section 1.1. Our starting point is the following result of Zaslavsky.
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Proposition 4.1 (Zaslavsky [18]). Let G be a graph and let F be a field. Let
ϕ and ψ be F×- (resp., F+-) gain functions on G. If ϕ and ψ are switching
equivalent (resp., switching-and-scaling equivalent) then their canonical matrix
representations are projectively equivalent.

Proof. Suppose ϕ and ψ are F×-gain functions on G and η is a switching
function with ϕη = ψ. Let V (G) = {v1, v2, . . . , v|V (G)|}. Let T be the diagonal
matrix with rows and columns indexed by V (G) in which diagonal entry Tii is
η(vi), and let S be the |E(G)| × |E(G)| diagonal matrix with diagonal entries
Sjj = η(vi)

−1 if vertex vi is the tail of edge ej. Then TAF (G,ϕ)S = AF (G,ψ).
Now suppose ϕ and ψ are F+-gain functions, η is a switching function, and

that there is a scalar s ∈ F× so that sϕη = ψ. Let T be the (n+ 1)× (n+ 1)
matrix whose first row is

(s sη(v1) sη(v2) · · · sη(vn)),

first column is (s 0 0 · · · 0)T , and with the n × n identity matrix as the
submatrix consisting of its remaining rows and columns. Let S be the diagonal
matrix with s11 = 1/s and all other sii = 1. Then TAL(G,ϕ)S = AL(G,ψ).

The proof of Proposition 4.1 shows that if ϕ and ψ are switching equivalent
F×-gain functions, then a diagonal matrix T provides witness to the projective
equivalence of AF (G,ϕ) and AF (G,ψ). The converse is also true. A similar
statement holds for canonical lift matrices.

Lemma 4.2. Let G be a loopless graph and let F be a field.
(i) Let ϕ and ψ be F×-gain functions on G and assume AF (G,ϕ) and

AF (G,ψ) are projectively equivalent. Then ϕ and ψ are switching equivalent
if and only if there exists a nonsingular diagonal matrix T and a diagonal
column-scaling matrix S such that TAF (G,ϕ)S = AF (G,ψ).

(ii) Let ϕ and ψ be F+-gain functions on G and assume AL(G,ϕ) and
AL(G,ψ) are projectively equivalent. Then ϕ and ψ are switching-and-scaling
equivalent if and only if there exists a nonsingular matrix T and a diagonal
column-scaling matrix S such that TAL(G,ϕ)S = AL(G,ψ), where removing
the row and column of T indexed by v0 leaves an identity matrix, and all but
the first entry of column v0 consists of zeros.

Proof. (i) Put A = AF (G,ϕ) and B = AF (G,ψ). If ϕ and ψ are switching
equivalent, then the proof of Proposition 4.1 shows that A and B are pro-
jectively equivalent via diagonal nonsingular matrices T and S. Conversely,
suppose that B = TAS where T and S are both diagonal and nonsingular.
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Figure 9: Gain function ϕ on 2C3

Since T is diagonal, row i of TA is obtained by multiplying row vi of A by
Tii. Since both A and B are canonical frame representations, both have 1 in
position vi of column ej whenever vertex vi is the tail of edge ej. Hence the
diagonal elements Sjj of S satisfy Sjj = T−1

ii , where vi is the tail of ej. Thus
ϕ and ψ are switching equivalent via η(vi) = Tii for each vi ∈ V (G).

(ii) Put A = AL(G,ϕ) and B = AL(G,ψ). If ϕ and ψ are switching-and-
scaling equivalent, then the proof of Proposition 4.1 shows that A and B are
projectively equivalent via matrices T and S of the required forms. Conversely,
suppose that B = TAS where T and S are of the form in statement (ii). Put
n = |V (G)|. Index the rows and columns of T by {v0, v1, . . . , vn}, where as
usual row v0 of A contains the gains assigned by ϕ and for i ∈ {1, . . . , n} row
vi corresponds to vertex vi. Let η : V (G) → F+ be the switching function
defined by η(vi) = Tv0vi for i ∈ {1, . . . , n}. Then (Tv0v0)ϕ

η = ψ.

We now proceed with our examination of each biased graph in G0.

Lemma 4.3. Let ϕ : ~E(2C3)→ F× be a gain function with Bϕ containing no

2-cycle, and let ψ : ~E(2C3)→ F× be another gain function. Then ϕ and ψ are
switching equivalent if and only if AF (2C3, ϕ) and AF (2C3, ψ) are projectively
equivalent.

Proof. If ϕ and ψ are switching equivalent, then AF (2C3, ϕ) and AF (2C3, ψ)
are projectively equivalent by Proposition 4.1. To prove the converse, let
A = AF (2C3, ϕ) and B = AF (2C3, ψ) be a pair of projectively equivalent
canonical frame matrices. By normalizing on the spanning tree with edge set
{e1, e3}, by Proposition 4.1 we may assume that ϕ assigns gains to E(2C3) as
shown in Figure 9. Then

A =


e1 e2 e3 e4 e5 e6

v1 1 1 0 0 −c −d
v2 −1 −a 1 1 0 0
v3 0 0 −1 −b 1 1

 (4.1)
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Figure 10: Gain function ϕ : ~E(2C3)→ F+.

Since Bϕ contains no 2-cycle, a 6= 1 6= b and c 6= d. Since A and B are
projectively equivalent, there is a nonsingular matrix T and a diagonal matrix
S so that TA = BS. Denote by ti row i of T , and by ej column j of A.
Entry (BS)ij = 0 if and only if entry (TA)ij = 0; consider the dot products
ti · ej = 0, where (i, j) ∈ {(3, 1), (3, 2), (1, 3), (1, 4), (2, 5), (2, 6)}. The product
t3 · e1 = 0 implies T31 = T32, and t3 · e2 = 0 implies T31 = aT32. Together
these imply (since a 6= 1) that T32 = T31 = 0. Similarly, t1 · e3 = t1 · e4 = 0
imply T13 = T12 = 0, and t2 · e5 = t2 · e6 = 0 imply T21 = T23 = 0. Hence T is
diagonal, and so by Lemma 4.2, ϕ and ψ are switching equivalent.

Lemma 4.4. Let ϕ : ~E(2C3)→ F+ be a gain function with Bϕ containing no

2-cycle and let ψ : ~E(2C3)→ F+ be another gain function. Then ϕ and ψ are
switching-and-scaling equivalent if and only if AL(2C3, ϕ) and AL(2C3, ψ) are
projectively equivalent.

Proof. If ϕ and ψ are switching-and-scaling equivalent, then their associated
lift matrices are projectively equivalent by Proposition 4.1. Conversely, let
A = AL(2C3, ϕ) and B = AL(2C3, ψ) be a pair of projectively equivalent
canonical lift matrices. Normalizing on spanning tree {e1, e2}, and scaling if
necessary, we may assume that ϕ assigns gains to 2C3 as shown in Figure 10.
Then

A =


e1 e2 e3 e4 e5 e6

v0 0 1 0 a b c
v1 1 1 0 0 −1 −1
v2 −1 −1 1 1 0 0
v3 0 0 −1 −1 1 1

 (4.2)

Since ϕ has no balanced cycles of length 2, a 6= 0 and b 6= c. There is a
non-singular matrix T and a diagonal matrix S so that TA = BS. As with
ϕ, by switching and scaling we may assume ψ assigns gains to ~E(2C3) as in
Figure 10, replacing a, b, and c with x, y, and z, respectively. Then, denoting
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elements Sii of S by si, we have

BS =


0 s2 0 s4x s5y s6z
s1 s2 0 0 −s5 −s6

−s1 −s2 s3 s4 0 0
0 0 −s3 −s4 s5 s6


This gives 24 relations among the members of T , one for each dot product
ti · ej, where ti is the ith column of T and ej is the jth column of A. The eight
relations ti · ej = 0 yield T12 = T13 = T14, T21 = T31 = T41 = 0, T23 = T24, and
T42 = T43. Now after establishing these relations, t3 · e5 = 0 yields T32 = T34

and so

T =


T11 T12 T12 T12

0 T22 T23 T23

0 T32 T33 T32

0 T42 T42 T44


Now the relations s1 = t2 · e1, s2 = t2 · e2, s3 = t3 · e3, s4 = t3 · e4, s5 = t4 · e5,
s6 = t4 · e6, −s2 = t3 · e2, and −s3 = t4 · e3 yield s1 = s2 = s3 = s4 = s5 = s6.
Hence the relation s2 = t1 · e2 yields T11 = s1. Now the relations t1 · e4 = s1x,
t1 · e5 = s1y, and t1 · e6 = s1z yield a = x, b = y and c = z. This implies that
ϕ and ψ are switching equivalent after scaling.

Lemma 4.5. Let ϕ : ~E(2C3) → F× and ψ : ~E(2C3) → F+ be gain functions,
neither of which yield a balanced 2-cycle. Then AF (2C3, ϕ) and AL(2C3, ψ)
are not projectively equivalent.

Proof. As in previous cases, without loss of generality we may assume that ϕ
assigns gains to 2C3 as in Figure 9, and ψ as in Figure 10, replacing a with x, b
with y, and c with z. Then AF (2C3, ϕ) is the matrix of (4.1), and AL(2C3, ψ)
is the matrix of (4.2) with a, b, and c replaced by x, y, and z respectively.
Recall (Section 2.6) that AL(2C3, ψ) is projectively equivalent to the matrix
A−vL (2C3, ψ) obtained by deleting the row indexed by any vertex v ∈ V (2C3)
from AL(2C3, ψ). Let B = A−v3L (2C3, ψ). Then B is a full-rank canonical lift
matrix projectively equivalent to AL(G,ψ); in particular, A and B both have
three rows. Now suppose for a contradiction that there exists a non-singular
matrix T and a diagonal matrix S so that TA = BS. Writing Sii = si, and
denoting row i of T by ti and column j of A by ej, we have t2 · e1 = s1,
t2 · e2 = s2, t2 · e3 = 0, and t2 · e4 = 0. Together these imply that T22 = T23 = 0
and that T21 = s1 = s2. Moreover, we have t3 · e1 = −s1, t3 · e2 = −s2,
t3 · e5 = 0, and t3 · e6 = 0. Since s1 = s2, a 6= 0, 1, and c 6= d, these imply that
T31 = T32 = T33 = 0, which implies that T is singular, a contradiction.
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Lemma 4.6. Let ϕ : ~E(K4) → F× be a gain function with Bϕ containing no

3-cycle, and let ψ : ~E(K4)→ F× be another gain function. Then ϕ and ψ are
switching equivalent if and only if AF (K4, ϕ) and AF (K4, ψ) are projectively
equivalent.

Proof. By switching we may assume that ϕ and ψ are both equal to the identity
on a K1,3-subgraph Y . This allows us to consider ϕ and ψ as gain functions
on ∇YK4 = 2C3. Now ∇Y (K4,Bϕ) = (2C3,Bϕ) and ∇Y (K4,Bψ) = (2C3,Bψ).
Since ϕ has no balanced triangles in K4, neither has it any balanced 2-cycles
in 2C3. Thus by Lemma 4.3, ϕ and ψ are switching equivalent if and only if
AF (2C3, ϕ) and AF (2C3, ψ) are projectively equivalent. Thus Propositions 2.9
and 2.10 imply that ϕ and ψ are switching equivalent if and only if AF (K4, ϕ)
and AF (K4, ψ) are projectively equivalent.

Using Y -∆ exchanges as in the proof of Lemma 4.6 yields Lemmas 4.7 and
4.8.

Lemma 4.7. Let ϕ : ~E(K4) → F+ be a gain function with Bϕ containing no

3-cycle and let ψ : ~E(K4) → F+ be another gain function. Then ϕ and ψ are
switching-and-scalaing equivalent if and only if AL(K4, ϕ) and AL(K4, ψ) are
projectively equivalent.

Lemma 4.8. Let ϕ : ~E(K4) → F× and ψ : ~E(K4) → F+ be gain functions
neither of which yield a balanced 3-cycle. Then AF (K4, ϕ) and AL(K4, ψ) are
not projectively equivalent.

Lemma 4.9. Let ϕ : ~E(2C ′′4 )→ F× be a gain function with Bϕ containing no

2-cycle, and let ψ : ~E(2C ′′4 )→ F× be another gain function. Then ϕ and ψ are
switching equivalent if and only if AF (2C ′′4 , ϕ) and AF (2C ′′4 , ψ) are projectively
equivalent.

Proof. Let A = AF (2C ′′4 , ϕ) and B = AF (2C ′′4 , ψ). If ϕ and ψ are switching
equivalent, then A and B are projectively equivalent by Proposition 4.1. To
prove the converse, let T and S be matrices with TA = BS, where T is
nonsingular and S is a diagonal matrix scaling the columns of B. We may
assume without loss of generality that the edge orientations chosen to define
B are the same as those chosen to define A; by normalizing on the spanning
tree with edges e3, e4, e5, we may assume without loss of generality that ϕ
assigns gains to ~E(K4) as shown in Figure 11 where a 6= b and c 6= 1. Thus
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Figure 11: Labelled 2C ′′4 with a normalized gain function.

A =


e1 e2 e3 e4 e5 e6

v1 1 1 1 0 0 0
v2 −a −b 0 1 0 0
v3 0 0 −1 0 1 1
v4 0 0 0 −1 −1 −c

.

Now, each entry Bij of B is zero if and only if entry (TA)ij = 0. Now for a
fixed row i, there are three distinct j such that ti ·ej = 0. It is a straightforward
check that for each i, that these three relations yield Tij 6= 0 if and only if
i = j. For i = 1, the relations are 0 = t1 · e4, which implies T12 = T14;
0 = t1 · e5, which implies T13 = T14; and 0 = t1 · e5, which implies T13 = cT14.
Since c 6= 1, this implies T12 = T13 = T14 = 0. Similarly, the entries of T off its
main diagonal in rows 2, 3, and 4 are all zero. Thus T is diagonal. By Lemma
4.2, ϕ and ψ are switching equivalent.

Lemma 4.10. Let ϕ : ~E(2C ′′4 ) → F+ be a gain function with Bϕ containing

no 2-cycle, and let ψ : ~E(2C ′′4 )→ F+ be another gain function. Then ϕ and ψ
are switching-and-scaling equivalent if and only if AL(2C ′′4 , ϕ) and AL(2C ′′4 , ψ)
are projectively equivalent.

Proof. The “only if” statement again follows from Proposition 4.1. For the
converse, without loss of generality assume that ϕ(e1) = ψ(e1) = 1, ϕ(e2) = a,
ψ(e2) = x, ϕ(e3) = ψ(e3) = 0, ϕ(e4) = ψ(e4) = 0, ϕ(e5) = ψ(e4) = 0,
ϕ(e6) = b, and ψ(e6) = y (where 2C ′′4 has edges and orientations as in Figure
11) such that neither a nor x is 1 and neither b nor y is 0. Let A = AL(2C ′′4 , ϕ)
and B = AL(2C ′′4 , ψ), and let T and S be matrices with TA = BS, where S is
diagonal (with si = Sii) scaling the columns of B. Denoting row i of T by ti
and column j of A by ej we have ti · ej = 0 for 15 pairs (i, j), three pairs for
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Figure 12: Labels and edge orientations for U2 and U3.

each row. It is straightforward to deduce that these relations imply

T =


T11 T12 T12 T12 T12

0 T22 T23 T23 T23

0 T32 T33 T32 T32

0 T42 T42 T44 T42

0 T52 T52 T52 T55

 .

Now each column ej has i, k ≥ 2 such that ti · ej = sj and tk · ej = −sj. These
12 relations yield s1 = s2 = s3 = s4 = s5 = s6. The relation t1 · e1 = s1 yields
T11 = s1. Now the relation t1·e2 = s1x yields a = x and the relation t1·e6 = s1y
yields b = y. Thus A and B are switching-and-scaling equivalent.

Two biased graphic representations of U2,4 are U2 and U3, shown in Figure
7, where all cycles in each are unbalanced. Denote the underlying graphs of
U2 and U3 by U2 and U3, respectively.

Lemma 4.11. Let ϕ and ψ be F×-realizations of U2. Then AF (U2, ϕ) and
AF (U2, ψ) are projectively equivalent if and only if ϕ(e3e4) = ψ(e3e4).

Proof. We may assume U2 is labelled with edge orientations as in Figure 12.
Matrices AF (U2, ϕ) and AF (U2, ψ) are of the form(

1 0 1 −g
0 1 −1 1

)
(4.3)

up to scaling columns e1 and e2. These are in standard form relative to the
basis {e1, e2} and so are projectively equivalent if and only if entry g is the
same for both AF (U2, ϕ) and AF (U2, ψ). The result follows.

Lemma 4.12. Let ϕ and ψ be F+-realizations of U3. Then AL(U3, ϕ) and
AL(U3, ψ) are projectively equivalent if and only if ϕ|{e2,e3,e4} and ψ|{e2,e3,e4}
are switching-and-scaling equivalent.
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Proof. We may assume that U3 is labelled as in Figure 12. If A = AL(U3, ϕ)
and B = AL(U3, ψ) are projectively equivalent, then there is an invertible
matrix T and diagonal matrix S such that TA = BS. By switching and scaling
we may assume that ϕ(e1) = ψ(e1) = 1, ϕ(e2) = ψ(e2) = 0, ϕ(e3) = ψ(e3) = 1,
ϕ(e4) = a, and ψ(e4) = x. Again writing si for entry Sii,T11 T12 T13

T21 T22 T23

T31 T32 T33

1 0 1 a
0 1 1 −1
0 −1 −1 1

 =

s1 0 s3 s4x
0 s2 s3 −s4

0 −s2 −s3 s4

 .

This yields T11 = s1, T21 = T31 = 0, and T12 = T13. That is,s1 T12 T12

0 T22 T23

0 T32 T33

1 0 1 a
0 1 1 −1
0 −1 −1 1

 =

s1 0 s3 s4x
0 s2 s3 −s4

0 −s2 −s3 s4

 ,

which yields s1 = s2 = s3 = s4. Thus a = x, and so ϕ and ψ are switching-
and-scaling equivalent.

4.2 All F-representations are canonical

Let F be a field. In this section we show that every F-matrix representation of a
frame or lift matroid arising from a biased graph in T0 is projectively equivalent
to a canonical representation particular to that biased graph. Recall that
when (G,B) is a biased graph with no two vertex-disjoint unbalanced cycles,
F (G,B) = L(G,B), and we denote this common matroid by M(G,B).

Lemma 4.13. Let (2C3,B) be a biased graph with no balanced 2-cycle and let
A be an F-matrix representing M(2C3,B). Then A is projectively equivalent
to a canonical lift matrix particular to (2C3,B) or to a canonical frame matrix
particular to (2C3,B), but not both.

Proof. We may assume that 2C3 is labelled and has edge orientations as shown
in Figure 13. Let A be a matrix over F representing M(2C3,B). If (2C3,B) ∼=
T4 then M(2C3,B) is isomorphic to the cycle matroid of K4, and so has a
projectively unique representation over every field. Thus if the characteristic
of F is two then A is projectively equivalent to the canonical lift matrix

B =


1 1 1 0 0 0
1 0 1 1 0 1
1 1 0 1 1 0
0 1 1 0 1 1


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Figure 13: Labels and edge orientations for 2C3.

and if the characteristic of F is not two then A is projectively equivalent to
the canonical frame matrix

C =

 1 0 1 1 0 −1
1 1 0 −1 1 0
0 1 1 0 −1 1

 .

We now claim that there is no canonical frame matrix particular to T4 over
any field of characteristic two, and that neither is there a canonical lift matrix
particular to T4 in any field of characteristic different from two. For, toward
a contradiction, suppose D is a canonical frame matrix particular to T4 over
a field F of characteristic two. Assume the collection of balanced cycles of T4

is {e1e2e6, e1e3e5, e2e3e4, e4e5e6}. We may assume

D =


e1 e2 e3 e4 e5 e6

1 0 c 1 0 1
a 1 0 1 1 0
0 b 1 0 1 1


where a, b, c ∈ F× (and we omit the customary negative signs as redundent).
Since e1e2e6 is balanced, ab = 1; since e1e3e5 is balanced, ac = 1; and because
e2e3e4 is balanced, bc = 1. These relations imply that a = b = c and so
that a2 = 1. But this implies a = 1, and so D does not represent M(T4), a
contradiction.

Similarly, suppose for a contradiction that D is a canonical lift matrix
particular to T4 over a field F of characteristic different from two. Then we
may assume

D =


e1 e2 e3 e4 e5 e6

0 0 1 a b c
1 0 −1 1 0 −1
−1 1 0 −1 1 0


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for some nonzero elements a, b, c ∈ F, where the second and third rows are the
oriented incidence matrix of 2C3 with its row corresponding to v3 removed.
Because e4e5e6 is balanced, a + b + c = 0. Since e1e2e6 is balanced, c = 0;
since e1e3e5 is balanced, 1 + b = 0; and because e2e3e4 is balanced, 1 + a = 0.
These relations imply that a = b = −1 and so that a + b + c = −2 6= 0, a
contradiction. This completes the proof in the case that (2C3,B) ∼= T4.

Now assume (2C3,B) 6∼= T4. By Proposition 3.1 we may assume that the
triangles {e1, e2, e3} and {e2, e3, e4} are both unbalanced. Since the only form
a 3-circuit takes in (2C3,B) is a balanced triangle and neither e5 nor e6 forms
a triangle with {e2, e3}, A is projectively equivalent to the matrix


e1 e2 e3 e4 e5 e6

1 0 0 1 1 1
0 1 0 1 a c
0 0 1 1 b d

.
Hence:

(i) Neither b nor c is 0. If b = 0 then {e1, e2, e5} is a circuit; if c = 0 then
{e1, e3, e6} is a circuit: both contradictions.

(ii) a 6= b: If so then a 6= 1, as then e4 and e5 would form a parallel pair, a
contradiction. But then {e1, e4, e5} is a circuit, also a contradiction.

(iii) b 6= 1: If so, then {e2, e4, e5} is a circuit, a contradiction.

(iv) c 6= d: If so, then c 6= 1 as e4 and e6 are not a parallel pair. But then
{e1, e4, e6} is a circuit, a contradiction.

(v) c 6= 1: If so, {e3, e4, e6} is a circuit, a contradiction.

(vi) a 6= c: If so, then d 6= b since e5 and e6 are not a parallel pair. But then
{e3, e5, e6} is a circuit, a contradiction.

(vii) b 6= d: If so, then a 6= c since e5 and e6 are not a parallel pair. But then
{e2, e5, e6} is a circuit, a contradiction.

Suppose there are nonsingular matrices T and S such that TAS is a canon-
ical frame matrix particular to (2C3,B), where S is diagonal column-scaling
matrix. Then we may assume

TAS =


e1 e2 e3 e4 e5 e6

1 0 −g1 1 0 −g4

−1 1 0 −g2 1 0
0 −1 1 0 −g3 1


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for some elements g1, . . . , g4 ∈ F− {0, 1}. Let us denote row i of T by ti and
column j of A by ej. Consider the products ti · ej = (TA)ij for 1 ≤ i ≤ 3,
1 ≤ j ≤ 6. The products t3 · e1 = 0, t1 · e2 = 0, and t2 · e3 = 0 imply T31 = 0,
T12 = 0, and T23 = 0, respectively. Since t1 · e1 = −(t2 · e1), T21 = −T11.
Similarly, t2 · e2 = −(t3 · e2) implies T32 = −T22. Now t3 · e4 = 0 implies
T33 = −T32; t1 · e5 = 0 implies T13 = −T11/b; and finally, t2 · e6 = 0 implies
that T22 = −T21/c. Thus T is the matrix t 0 −t/b

−t t/c 0
0 −t/c t/c

 = t

 1 0 −1/b
−1 1/c 0
0 −1/c 1/c


for some nonzero t ∈ F. Since T has determinant t3(1/c2 − 1/bc), T is non-
singular if and only if b 6= c. Assuming b 6= c, and taking t = 1,

TA =

 1 0 −1/b (b− 1)/b 0 (b− d)/b
−1 1/c 0 (1− c)/c (a− c)/c 0
0 −1/c 1/c 0 (b− a)/c (d− c)/c

 .

By claims 1-7 above TA has exactly two nonzero entries in each column, so
scaling the columns of TA appropriately yields a canonical frame matrix. Thus
A is projectively equivalent to a canonical frame matrix particular to (2C3,B)
if and only if b 6= c.

Now let T be a nonsingular matrix such that TAS is a canonical lift matrix
particular to (2C3,B), for some diagonal column-scaling matrix S. We may
assume that TAS is of the form

TAS =

 0 0 1 g1 g2 g3

1 0 −1 1 0 −1
−1 1 0 −1 1 0


for some nonzero g1, g2, g3 ∈ F+, where row 1 is indexed by v0 and rows 2 and
3 are the oriented incidence matrix of 2C3 with its row corresponding to v3

removed. Consider the products ti · ej = (TA)ij. The products t1 · e1 = 0,
t1·e2 = 0, t2·e2 = 0, and t3·e3 = 0 imply T11 = 0, T12 = 0, T22 = 0, and T33 = 0,
respectively. Thus t2 · e1 = −(t3 · e1) implies T21 = −T31 and t1 · e3 = −(t2 · e3)
implies T13 = −T23; t2 · e5 = 0 implies T21 = −bT23 and t3 · e6 = 0 implies
T31 = −cT32. Now t2 · e4 = −(t3 · e4) yields T23 = −T32, which the preceding
relations imply is equivalent to the statement T31/b = T31/c. This holds if and
only if either T31 = 0 or b = c. Hence if b 6= c, T31 = 0. Then the preceding
relations imply that T32 = 0. Since T33 = 0, this implies T is singular, a
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contradiction. Thus in the case that b 6= c, A is not projectively equivalent to
a canonical lift matrix particular to (2C3,B).

So assume T31 is nonzero and b = c. Then the relations above imply T is
the matrix  0 0 t

bt 0 −t
−bt t 0

 = t

 0 0 1
b 0 −1
−b 1 0


for some nonzero t ∈ F. Matrix T is non-singular; taking t = 1 we have

TA =

 0 0 1 1 b d
−b 0 −1 b− 1 0 b− d
b 1 0 1− b a− b 0

 .

By claims 1, 2, 3, and 7, none of b, b− 1, a− b, nor b− d is zero. By scaling
columns so that all nonzero entries in rows 2 and 3 are ±1 (and appending a
fourth row obtained by negating the sum of rows 2 and 3 if desired), we obtain
a canonical lift matrix particular to (2C3,B). Thus A is projectively equivalent
to a canonical lift matrix particular to (2C3,B) if and only if b = c.

Recall that P is the triangular prism with just its two triangles balanced,
and that P1 and P2 are obtained from P by contracting 2 and 1 of the edges
of the matching between the two triangles, respectively (Figure 5).

Lemma 4.14. Let Ω ∈ {P,P1,P2} and let A be an F-matrix representing
M(Ω). Then A is projectively equivalent to a canonical lift matrix particular
to Ω or to a canonical frame matrix particular to Ω, but not both.

Proof. First, consider P1. Let A be an F-representation of M(P1). Let Y be
a K1,3-subgraph of P1. Then ∇Y P1 is obtained from T2 by the addition of an
edge e that creates a balanced 2-cycle. Hence e is parallel with an element of
M(∇Y P1). By Proposition 2.8 M(∇Y P1) = ∇YM(P1). Thus by Lemma 4.13
every F-representation of ∇YM(P1) is projectively equivalent to a canonical
representation particular to ∇Y P1. In particular, ∇YA is projectively equiv-
alent to a canonical representation particular to ∇Y P1. Thus by Proposition
2.11 A is projectively equivalent to a canonical representation particular to P1.

Now consider P2. Since ∇Y P2 is obtained from P1 by the addition of an
edge that creates a balanced 2-cycle, by the argument analogous to that of the
previous paragraph every F-representation of M(P2) is projectively equivalent
to a canonical representation particular to P2. Finally, the observation that
∇Y P is obtained from P2 by the addition of an edge that creates a balanced
2-cycle, along with the argument analogous to that of the previous paragraph,
establishes the statement for M(P).
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Figure 14: Labels and edge orientations for 2C ′′4 .

By Proposition 2.11 and Lemma 4.13, in no case may A be projectively
equivalent to both a canonical lift and a canonical frame matrix.

Lemma 4.15. Let (K4,B) be a biased graph with no balanced 3-cycle and let
A be an F-matrix representing M(K4,B). Then A is projectively equivalent
to a canonical lift matrix particular to (K4,B) or to a canonical frame matrix
particular to (K4,B), but not both.

Proof. The biased graph (K4,B) is isomorphic to D0,i for some i ∈ {0, 1, 2, 3}.
There is a K1,3-subgraph Y of (K4,B) so that ∇Y (K4,B) ∼= Ti+1. Since
∇YM(K4,B) = M(∇Y (K4,B)), the result follows by Lemma 4.13 and Propo-
sition 2.11.

Lemma 4.16. Let (2C ′′4 ,B) be a biased graph with no balanced 2-cycle and let
A be an F-matrix representing F (2C ′′4 ,B). Then A is projectively equivalent to
a canonical frame matrix particular to (2C ′′4 ,B).

Proof. Without loss of generality we may assume that 2C ′′4 is labelled as shown
in Figure 14. There are three possibilities for B: |B| ∈ {0, 1, 2}.

Assume first that |B| is 0 or 1; i.e. either B = ∅ or, without loss of generality,
B = {e1e3e4e6}. Then A is projectively equivalent to the matrix

A′ =


e1 e2 e3 e4 e5 e6

1 0 0 0 1 1
0 1 0 0 1 a
0 0 1 0 1 b
0 0 0 1 1 c


where a, b, c ∈ F are distinct, neither of b nor c is 0, and none of a, b, or c are
1; in the case that B = ∅, a 6= 0, while if B = {e1e3e4e5} then a = 0. Let

T =


b− a 1− b a− 1 0
a− c c− 1 0 1− a

0 0 1− a 0
0 0 0 a− 1

 .
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Then det(T ) = (a− 1)3(c− b) so T is nonsingular, and

TA′ =


b− a 1− b a− 1 0 0 0
a− c c− 1 0 1− a 0 0

0 0 1− a 0 1− a (1− a)b
0 0 0 a− 1 a− 1 (a− 1)c


which has the desired canonical form after column scaling.

So assume |B| = 2. Without loss of generality, B = {e1e3e4e6, e2e3e4e5}.
Then A is projectively equivalent to

A′ =


e1 e2 e3 e4 e5 e6

1 0 0 0 0 1
0 1 0 0 1 0
0 0 1 0 1 b
0 0 0 1 1 c


where b and c are nonzero, distinct, and not equal to 1. Let

T =


−b −1 1 0
c 1 0 −1
0 0 −1 0
0 0 0 1


The determinant of T is b− c, so T is nonsingular. Now

TA′ =


−b −1 1 0 0 0
c 1 0 −1 0 0
0 0 −1 0 −1 −b
0 0 0 1 1 c


which has the desired canonical form after column scaling.

Lemma 4.17. Let (2C ′′4 ,B) be a biased graph with no balanced 2-cycle and let
A be an F-matrix representing L(2C ′′4 ,B). Then A is projectively equivalent to
a canonical lift matrix particular to (2C ′′4 ,B).

Proof. We may assume the edges of 2C ′′4 are labelled as in Figure 14. If |B| = 2,
then there is a GF(2)+-gain function γ realizing (2C ′′4 ,B). Thus L(2C ′′4 ,B) is
binary, represented by AL(2C ′′4 , γ), so L(2C ′′4 ,B) has a projectively unique
representation over every field, and the result follows. So now assume that
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either B = ∅ or, without loss of generality, B = {e1e3e4e6}. Since {e1, e2, e5, e6}
is a circuit, A is projectively equivalent to the matrix

A′ =


e1 e2 e3 e4 e5 e6

1 0 0 0 1 1
0 1 0 0 1 a
0 0 1 0 1 b
0 0 0 1 1 b


for some a, b ∈ F, where a and b are distinct, neither a nor b is 1, b 6= 0, and
a = 0 if and only if |B| = 1. Let

T =


0 1− b 0 0

b− a 1− b a− 1 0
a− b b− 1 0 1− a

0 0 1− a 0

 .

Then det(T ) = (a− 1)2(a− b)(b− 1) 6= 0, so T is nonsingular, and

TA′ =


0 1− b 0 0 1− b a− ab

b− a 1− b a− 1 0 0 0
a− b b− 1 0 1− a 0 0

0 0 1− a 0 1− a b− ab

 .

After scaling columns appropriately (and appending a fifth row obtained by
negating the sum of rows 2, 3, and 4, if desired) this is a canonical lift matrix
particular to (2C ′′4 ,B).

For the almost-balanced case of Theorem 2 we need the result analogous
to the previous lemmas for one more biased graph. Recall that we denote the
graph obtained from 2C3 by deleting an edge by 2C3\e.

Lemma 4.18. Let (2C3\e,B) be a biased graph with no balanced 2-cycle and
let A be an F-matrix representing M(2C3\e,B). Then A is projectively equiv-
alent to a canonical lift matrix particular to (2C3\e,B) and A is projectively
equivalent to a canonical frame matrix particular to (2C3\e,B) or to a roll-up
of (2C3\e,B).

Proof. Assume 2C3\e is labelled as in Figure 15. Then {e1, e2, e3} is a basis,
so we may assume the first three columns of A are labelled e1, e2, e3, and that
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e1
e2

e3
e4

e5

v1

v2 v3

Figure 15: 2C3\e.

these columns form an identity matrix. Hence A is projectively equivalent to
the matrix

A′ =


e1 e2 e3 e4 e5

1 0 0 1 1
0 1 0 1 a
0 0 1 1 b


for some a, b ∈ F. Since {e1, e2, e5} is not a circuit, b 6= 0, and since {e3, e4, e5}
is not a circuit, a 6= 1. Choose an element t 6= −1 and let

T =

t 1 −(a+ t)/b
1 −1 0
0 0 (a− 1)/b

 .

The determinant of T is (1− a)(t+ 1)/b, so T is nonsingular, and

TA′ =

t 1 −(a+ t)/b (b− a+ t(b− 1))/b 0
1 −1 0 0 1− a
0 0 (a− 1)/b (a− 1)/b a− 1

 .

After scaling columns so that every entry in rows 2 and 3 is ±1, this is a
canonical lift matrix particular to (2C3\e,B), where the first row is the “gains
row” indexed by v0 and rows 2 and 3 are indexed by vertices v2 and v3, respec-
tively. Now re-index the first row as v1. Taking t = 0 yields a canonical frame
matrix particular to a roll-up of (2C3\e,B). If F−{0,−1,−a, (b− a)/(1− b)}
is nonempty, then choosing an element from this set for t yields a canonical
frame matrix particular to (2C3\e,B).
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5 Matrix representations correspond to gain

graphs

5.1 Projectively equivalent canonical representations arise
from switching equivalent gain graphs

A biased graph representing a 3-connected matroid is 2-connected and has no
2-separation with one side inducing a balanced subgraph. Thus Theorem 1
follows immediately from Theorems 5.1 and 5.4 below.

5.1.1 Properly unbalanced representations

Theorem 5.1. Let (G,B) be a loopless, 2-connected, properly unbalanced bi-
ased graph. Let F be a field.

(i) The canonical frame matrices given by two F×-gain functions ϕ and ψ
realizing (G,B) are projectively equivalent if and only if ϕ and ψ are switching
equivalent.

(ii) The canonical lift matrices given by two F+-gain functions ϕ and ψ
realizing (G,B) are projectively equivalent if and only if ϕ and ψ are switching-
and-scaling equivalent.

(iii) Let ϕ be an F×-realization of (G,B) and let ψ be an F+-realization of
(G,B). Then AF (G,ϕ) and AL(G,ψ) are not projectively equivalent.

Proof. For statement (i) (respectively, statement (ii)), if ϕ and ψ are switching
(resp., switching-and-scaling) equivalent then AF (G,ϕ) and AF (G,ψ) (resp.,
AL(G,ϕ) and AL(G,ψ)) are projectively equivalent by Proposition 4.1.

For the converse of statement (i) (resp., statement (ii)) assume that ϕ and
ψ are F×-realizations (resp., F+-realizations) that are not switching (resp.,
switching-and-scaling) equivalent. By Theorem 6, there is a minor (H,S) of
(G,B) such that either (H,S) ∈ G0 with ϕ|H and ψ|H switching inequivalent or
(H,S) ∼= U2 (resp., (H,S) ∼= U3) with ϕ|H and ψ|H switching (resp., switching-
and-scaling) inequivalent on the 2-cycle of U2 (resp., on the theta subgraph of
U3). By Lemmas 4.3, 4.6, 4.9, and 4.11, AF (H,ϕ|H) and AF (H,ψ|H) are not
projectively equivalent (resp., by Lemmas 4.4, 4.7, 4.10, and 4.12, AL(H,ϕ|H)
and AL(H,ψ|H) are not projectively equivalent). Thus AF (G,ϕ) and AF (G,ψ)
(resp., AL(G,ϕ) and AL(G,ψ)) are not projectively equivalent.

For statement (iii), first observe that if (G,B) is not tangled, then F (G,B) 6=
L(G,B) so AF (G,ϕ) and AL(G,ψ) are certainly not projectively equivalent. So
assume (G,B) is tangled. Then by Corollary 3.6 (G,B) has a minor (H,S) ∈ G0
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where H is either 2C3 or K4. Thus by Lemmas 4.5 and 4.8 AF (G,ϕ) and
AL(G,ψ) are not projectively equivalent.

5.1.2 Almost balanced representations

Derived gain functions. Recall that when (G,B) has no two vertex-disjoint
unbalanced cycles, F (G,B) = L(G,B), and we write M(G,B) to denote this
matroid. Recall also that for an F+-gain function ϕ, in the case that G is
connected, the matrix AL(G,ϕ) is projectively equivalent to the full-rank ma-
trix A−vL (G,ϕ), for any vertex v ∈ V (G) (as described in Section 2.6). In
particular, if (G,Bϕ) is connected and has a balancing vertex u after deleting
all joints, then AL(G,ϕ) is projectively equivalent to A−uL (G,ϕ). Recall also
that for every almost-balanced biased graph (G,B), there is a family of biased
graphs R(G,B), each member of which represents M(G,B) as a frame matroid,

and there is a uniquely chosen member (Ĝ, B̂) of R(G,B) such that all other

members of R(G,B) are obtained from (Ĝ, B̂) as roll-ups (Section 2.5).

Let (G,B) be a biased graph with a joint. No GF(2)×-gain function can
realize (G,B), for the trivial reason that GF(2)× has no non-identity ele-
ment. Aside from those over GF(2), there is a very close relationship between
gain functions from the additive and multiplicative groups of a field realizing
almost-balanced biased graphs. Let (G,B) be a connected almost-balanced
biased graph, with balancing vertex u after deleting its set J of joints. Ev-
ery gain function realizing (G,B) is switching equivalent to a gain function
assigning the group identity element to each link not incident u, obtained by
normalizing on a spanning tree of G−u. So let T be a spanning tree of G−u,
and let ϕ be a T -normalized F×-gain function realizing (G,B). Then there is

a T -normalized F+-gain function ϕ+ realizing (Ĝ, B̂) obtained from ϕ up to
loops by simply replacing the multiplicative identity with the additive identity.
That is, set ϕ+(e) = 0 if e is a link not incident to u and ϕ+(e) = ϕ(e) if e is
a link incident to u. To complete the definition of ϕ+, simply set ϕ+(e) = 0 if
e is a joint not incident to u or a balanced loop, and ϕ+(e) = −1 if e is a joint
incident to u. Call ϕ+ the F+-gain function derived from ϕ.

For each unbalancing class U of Σ(u), we denote by (GU ,BU) the roll-up of

(Ĝ, B̂) in which U is a set of joints. Let TU be a spanning tree of Ĝ containing
an edge in U , and let T be the spanning tree of G − u obtained from TU by
deleting its edge incident to u. Let ψ be a TU -normalized F+-gain function
realizing (Ĝ, B̂). Assume F is not GF(2), and choose an element a ∈ F× that
is not 1. Then there is a T -normalized F×-gain function ψ× realizing (GU ,BU)
obtained from ψ up to loops by simply replacing the additive identity with
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the multiplicative identity. That is, set ψ×(e) = 1 if e is a link not incident to
u and ψ×(e) = ψ(e) if e is a link incident to u. Every link e incident to u in
GU satisfies ψ(e) 6= 0, and so satisfies ψ(e) ∈ F×. Complete the definition of
ψ× by simply setting ψ×(e) = 1 if e is a balanced loop and ψ×(e) = a if e is a
joint. Call ψ× the F×-gain function derived from ψ.

Lemma 5.2. Let (G,B) be a 2-connected almost-balanced biased graph and let
F be a field other than GF(2). Let J be the set of joints of (G,B). Assume
(G,B)\J has a unique balancing vertex u, and let T be a spanning tree of
G− u.

(i) Let ϕ be a T -normalized F×-gain function realizing a roll-up (GU ,BU)

of (Ĝ, B̂). Then A−uL (Ĝ, ϕ+) is obtained from AF (GU , ϕ) by scaling columns.

(ii) Let ψ be a T -normalized F+-gain function realizing (Ĝ, B̂). Let U be
the (possibly empty) unbalancing class of Σ(u) for which ψ(U) = {0}. Then

AF (GU , ψ
×) is obtained from A−uL (Ĝ, ψ) by scaling columns.

Proof. (i) Since ϕ is T -normalized, ϕ(e) = 1 for each link e that is not incident
to u. We may assume that all edges incident to u are directed into u. Let A be
the matrix obtained from AF (GU , ϕ) by re-indexing row u as v0 (the “gains”
row) and scaling columns so that each column that is nonzero in just one row
has that nonzero entry equal to −1, and columns with a nonzero entry in row
v0 have either all other entries 0 or have other nonzero entry equal to −1.
Because ϕ assigns 1 to every link not incident to u, A is a full-rank canonical
lift matrix (with row u removed) particular to (Ĝ, B̂), where each edge in Σ(u)
is a link directed out from u. Moreover, for each edge e ∈ E(G), the entry in

row v0, column e of A is equal to ϕ+(e), so A = A−uL (Ĝ, ϕ+).
(ii) Since ψ is T -normalized, ψ(e) = 0 for each edge e that is not incident

to u. We may assume that all links incident to u in G are directed out from
u. Since the rows of A−uL (Ĝ, ψ) are indexed by v0 (the “gains row”) and

V (Ĝ) − u, every column of A−uL (Ĝ, ψ) has at most two nonzero entries. Let

A be the matrix obtained from A−uL (Ĝ, ψ) by re-indexing row v0 as row u and
scaling columns so that each column that has exactly two nonzero entries with
a nonzero entry in row u has its other nonzero entry equal to 1, and every
column with just one nonzero entry has its nonzero entry equal to 1−a, where
a is the chosen element of F× different than 1 that ψ× assigns to joints. Since
(Ĝ, B̂) has u as a balancing vertex, each column e of A with 0 in row u has
either exactly two nonzero entries, which are 1 and −1, and these appear in
rows v, w when e has endpoints v, w and neither v nor w is equal to u, or
column e at most one nonzero entry, which is 1− a, appearing in row v when
e ∈ U with endpoints u, v in Ĝ. Thus A is a canonical frame matrix particular
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to (GU ,BU) where each edge in Σ(u) − U is a link directed into u and each
element in U is a joint. Moreover, by definition the gain function ψ× realizes
(GU ,BU) and A = AF (GU , ψ

×).

Let (G,B) be a connected almost-balanced biased graph with a unique
balancing vertex u after deleting its joints. Since we may always assume that
all links incident to u are directed either into or out from u, and every gain
function realizing (G,B) is switching equivalent to a gain function assigning
the identity element to each link not incident to u, we may define a derived gain
function from any F×- or F+-gain function, by first switching appropriately.
Further, for each F+-gain function realizing (Ĝ, B̂) and each unbalancing class
U ∈ Σ(u), we may always switch to obtain an F+-gain function ϕ realizing

(Ĝ, B̂) with the property that for each edge e ∈ U , ϕ(e) = 0. Thus, with this
extension of the notion of a derived gain function, Proposition 4.1 and Lemma
5.2 immediately yield the following.

Corollary 5.3. Let (G,B) be a 2-connected almost-balanced biased graph with
a unique balancing vertex u after deleting its set of joints, and let F be a field
other than GF(2).

(i) For every F+-gain function ϕ realizing (Ĝ, B̂), and every unbalancing
class U ⊆ Σ(u), there is a derived F×-gain function ϕ× realizing the roll-

up (GU ,BU) of (Ĝ, B̂) such that AL(Ĝ, ϕ) and AF (GU , ϕ
×) are projectively

equivalent.
(ii) For every F×-gain function ψ realizing a roll-up (GU ,BU) of (Ĝ, B̂),

there is a derived F+-gain function ψ+ realizing (Ĝ, B̂) for which AF (GU , ψ)

and AL(Ĝ, ψ+) are projectively equivalent.

(iii) There is an F×-gain function realizing (Ĝ, B̂) if and only if there is an

F+-gain function ϕ realizing (Ĝ, B̂) for which ϕ(e) 6= 0 for each edge in Σ(u).

Equipped with the above tool, we can now state and prove a result analo-
gous to Theorem 5.1 for almost-balanced biased graphs.

Theorem 5.4. Let (G,B) be a 2-connected, almost-balanced biased graph with
a unique balancing vertex u after deleting its joints, with no joint incident to
u, and with no vertical 2-separation with one side balanced. Let F be a field.

(i) The canonical lift matrices given by two F+-gain functions ϕ and ψ

realizing (Ĝ, B̂) are projectively equivalent if and only if ϕ and ψ are switching-
and-scaling equivalent.

(ii) Let U and W be unbalancing classes of Σ(u). Let ϕ and ψ be F×-gain
functions realizing (GU ,BU) and (GW ,BW ), respectively. The canonical frame
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matrices given by ϕ and ψ are projectively equivalent if and only if their derived
gain functions ϕ+ and ψ+ are switching-and-scaling equivalent.

(iii) Let U be an unbalancing class of Σ(u). The canonical lift matrix given

by an F+-gain function ϕ realizing (Ĝ, B̂) and the canonical frame matrix given
by an F×-gain function ψ realizing (GU ,BU) are projectively equivalent if and
only if ϕ and the derived gain function ψ+ are switching-and-scaling equivalent.

(iv) Let ϕ and ψ be F+- and F×-gain functions, respectively, realizing

(Ĝ, B̂). The canonical lift matrix given by ϕ and the canonical frame ma-
trix given by ψ are projectively equivalent if and only if ϕ and the derived gain
function ψ+ are switching-and-scaling equivalent.

Proof. (i) Let ϕ and ψ be F+-gain functions realizing (Ĝ, B̂). If ϕ and ψ

are switching-and-scaling equivalent then by Proposition 4.1 AL(Ĝ, ϕ) and

AL(Ĝ, ψ) are projectively equivalent.

Conversely, suppose for a contradiction that AL(Ĝ, ϕ) and AL(Ĝ, ψ) are
projectively equivalent but that ϕ and ψ are not switching-and-scaling equiv-
alent. We may assume that all edges incident to u have u as their tail. By
switching we may assume that ϕ(e) = ψ(e) = 0 for each edge e not incident

to u. Consider the full-rank canonical lift matrices A−uL (Ĝ, ϕ) and A−uL (Ĝ, ψ)
with rows indexed by v0 ∪ (V (G)− u), where v0 /∈ V (G) is the “gains row”.

Put A = A−uL (Ĝ, ϕ) and B = A−uL (Ĝ, ψ), and suppose T is a nonsingular ma-
trix such that TAS = B, where S is a nonsingular diagonal column-scaling
matrix. Let the rows and columns of T be indexed by v0∪(V (G)−u) according
to the rows of A. By statement (ii) of Lemma 4.2 either T has an entry on its
main diagonal that is not 1 or T has a nonzero entry off its main diagonal, in
either case in a row other than v0. Suppose first T has all entries off its main
diagonal equal to 0, aside from those in row v0. Let U be the |V (G)| × |V (G)|
diagonal matrix with rows and columns indexed by v0 ∪ V (G) − u in which
entry Uv0v0 = 1 and entry Uvv = a−1 if entry Tvv = a. Since T is non-singular
no such entry is 0. Removing the row and column of UT indexed by v0 leaves
an identity matrix and (UT )AR = B, where R is an appropriate diagonal ma-
trix scaling the columns of (UT )A. Thus ϕ and ψ are switching-and-scaling
equivalent by statement (ii) of Lemma 4.2, contrary to assumption.

So assume there is a nonzero element off the main diagonal of T in a row
other than v0. Suppose the entry in row x, column y is nonzero, where x 6= y
and x 6= v0. Since G is 2-connected and has no vertical 2-separation with one
side balanced, there is an unbalanced cycle C avoiding x while containing y.
Let f, f ′ be the edges of C incident to u. Then ϕ(f) 6= ϕ(f ′). Denote by Tx
row x of T and by Ae column e of A. Consider the equations Tx · Ae = Bxe

given by each of the dot products of row x of T with column e of A, for each
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e ∈ E(C). Since C avoids x, for each edge e ∈ E(C) entry Bxe is zero. There
are precisely two nonzero entries in each column e of A with e ∈ E(C), and
other than columns f and f ′ one of these two entries is 1 and the other is −1.
Thus the system of equations {Tx · Ae = 0 : e ∈ E(C)} imply ϕ(f) = ϕ(f ′), a
contradiction.

(ii) If ϕ+ and ψ+ are switching-and-scaling equivalent, then by Propo-

sition 4.1, AL(Ĝ, ϕ+) and AL(Ĝ, ψ+) are projectively equivalent. Hence by
Corollary 5.3, AF (GU , ϕ) and AF (GW , ψ) are projectively equivalent. Con-
versely, suppose AF (GU , ϕ) and AF (GW , ψ) are projectively equivalent. Then

by Corollary 5.3, AL(Ĝ, ϕ+) and AL(Ĝ, ψ+) are projectively equivalent, and
so by statement (i), ϕ+ and ψ+ are switching-and-scaling equivalent.

The proofs of statements (iii) and (iv) are straightforward modifications of
the proof of (ii).

5.2 Matrix representations arise from biased graph rep-
resentations

Theorem 2 is an immediate consequence of Theorem 5.5 below (together with
a straightforward check for the case of rank 2).

Theorem 5.5. Let M be a 3-connected matroid of rank greater than two, and
let F be a field. Let A be a matrix over F representing M and let (G,B) be a
biased graph representing M . If (G,B) is properly unbalanced then exactly one
of the following holds.

(i) A is projectively equivalent to a canonical lift matrix particular to (G,B),
or

(ii) A is projectively equivalent to a canonical frame matrix particular to
(G,B).

If (G,B) is almost-balanced then each of the following hold, unless F is GF(2),
in which case (i) holds.

(i) A is projectively equivalent to a canonical lift matrix particular to (Ĝ, B̂),
and

(ii) A is projectively equivalent to a canonical frame matrix particular to each

roll-up of (Ĝ, B̂).

Theorem 5.5 follows immediately from Theorems 5.6 and 5.9 below.
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Theorem 5.6. Let M be a matroid represented by a 2-connected, properly
unbalanced biased graph (G,B). Let F be a field and let A be a matrix over F
representing M . Exactly one of the following holds:

(i) A is projectively equivalent to a canonical lift matrix particular to (G,B),
or

(ii) A is projectively equivalent to a canonical frame matrix particular to
(G,B).

We will require the following fact on several occasions. It follows immedi-
ately from the fact that a pair of edges incident to a vertex of degree two form
a series pair in the matroid.

Lemma 5.7. Let (H,S) be a subdivision of (G,B). Let F be a field and let
Γ ∈ {F×,F+}.

(i) The F-matrix representations of F (H,S) are in one-to-one correspon-
dence with the F-matrix representations of F (G,B) up to projective equiva-
lence.

(ii) The F-matrix representations of L(H,S) are in one-to-one correspon-
dence with the F-matrix representations of L(G,B) up to projective equivalence.

(iii) The Γ-realizations of (H,S) are in one-to-one correspondence with the
Γ-realizations of (G,B) up to switching (resp., switching-and-scaling).

We also need the following more technical fact to prove Theorem 5.6.

Lemma 5.8. Let (G,B) be a connected biased graph with a joint e such that
(G,B)\e is a biased 2C3 with no balanced 2-cycle or a biased K4 with no
balanced triangle. Let F be a field, and let ϕ be an F×- or F+-gain function on
G.

(i) If AF (G\e, ϕ) represents M((G,B)\e) then AF (G\e, ϕ) does not extend
to an F-representation of L(G,B).

(ii) If AL(G\e, ϕ) represents M((G,B)\e) then AL(G\e, ϕ) does not extend
to an F-representation of F (G,B).

Proof. We give a detailed proof for the case in which (G,B)\e is a biased
2C3. The case for which (G,B)\e is a biased K4 follows from ∆-Y and Y -∆
exchanges, by Propositions 2.8 and 2.11.

(i) Suppose for a contradiction that there is a matrix A over F representing
L(G,B) such that removing column e from A yields the matrix AF (G\e, ϕ).
We may assume that A has full rank, and so has three rows. Since e is
not a loop of L(G,B), column e of A is nonzero. If column e has just one
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nonzero entry, then A is an F-representation of a matroid F (Ω) where Ω is
obtained from (G,B)\e by adding a joint to a vertex. But comparing circuits
we see that F (Ω) 6= L(G,B), a contradiction. If column e has exactly two
nonzero entries, then A is an F-representation of a matroid F (Ω), where Ω
is obtained from (G,B)\e by adding a link. But again comparing circuits we
see that F (Ω) 6= L(G,B), a contradiction. So finally suppose column e has
three nonzero entries. Let X be an unbalanced 2-cycle of Ω. Then X ∪ e is
a circuit of L(G,B) but the columns of A corresponding to X ∪ e are linearly
independent, a contradiction.

(ii) Suppose for a contradiction that there is a matrix A representing
F (G,B) such that removing column e from A yields AL(G\e, ϕ). Let V (G) =
{v1, v2, v3} where e is incident to v1. Then A\e = AL(G\e, ϕ) has rows in-
dexed by v0 ∪ V (G) where v0 /∈ V (G) is the “gains row” and removing row v0

from AL(G\e, ϕ) leaves the oriented incidence matrix of G\e. Since F (G,B)
has rank three while A has four rows, A is not of full rank. Since in A\e
row v0 is not in the span of {v1, v2, v3}, neither is row v0 in the span of rows
{v1, v2, v3} in A. Thus in A row v3 is in the span of rows v1 and v2. Since any
linear combination of rows v1, v2, and v3 in A yields a corresponding linear
combination in A\e, this implies that the entries of A in rows v1, v2, and v3 of
column e sum to zero. Put Av1e = a, Av2e = b; then Av3e = −(a+ b).

First suppose that a = b = 0. As e is not a loop of F (G,B), column e is
nonzero. Thus Av0e 6= 0. Let X be the unbalanced 2-cycle consisting of the
pair of edges linking v2 and v3. Then X ∪ e is independent in F (G,B) but
the columns of A representing X ∪ e are linearly dependent, a contradiction.
Next suppose a = −b. Let X be the unbalanced 2-cycle consisting of the
edges linking v1 and v3. The set X ∪ e is a circuit in F (G,B) but has columns
linearly independent in A, a contradiction. Finally, suppose none of a, b, nor
−(a + b) are zero. Let X be the unbalanced 2-cycle consisting of the edges
linking v1 and v2. Then X ∪ e is a circuit of F (G,B) but has columns linearly
independent in A, a contradiction.

Proof of Theorem 5.6. We show that if M = F (G,B) then there is an F×-
gain function ϕ such that A is projectively equivalent to AF (G,ϕ), that if
M = L(G,B) then there is an F+-gain function ψ such that A is projectively
equivalent to AL(G,ψ), and that if (G,B) is tangled, so F (G,B) = L(G,B),
then A is not projectively equivalent to both AF (G,ϕ) and AL(G,ψ).

By Theorem 5, (G,B) contains a subgraph Ω0 that is a subdivision of a
biased graph in T0. Let (G0,B0) be the biased subgraph of (G,B) induced
by E(Ω0), with V (G0) = V (G). Let A0 be the submatrix of A consisting of
the columns whose elements are in E(Ω0). By Lemmas 4.13, 4.14, 4.15, 4.16,
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or 4.17, and Lemma 5.7, there exists an F×-gain function ϕ0 such that A0 is
projectively equivalent to AF (G0, ϕ0), or there exists an F+-gain function ψ0

such that A0 is projectively equivalent to AL(G0, ψ0), but not both.
Let J be the set of joints of (G,B). Since both Ω0 and G are 2-connected,

there is a sequence of 2-connected biased subgraphs Ω0 ⊂ Ω1 ⊂ · · · ⊂ Ωn

where Ωn = (G,B)\J such that for each i ∈ {0, . . . , n − 1} there is a path
Pi in G internally disjoint from Ωi so that Ωi ∪ Pi = Ωi+1. For each i ∈
{0, . . . , n}, let (Gi,Bi) be the biased subgraph of (G,B) induced by E(Ωi)
with V (Gi) = V (G). Let Ai be the submatrix of A consisting of all rows of
A and precisely those columns representing E(Ωi). Thus for each i, in the
case that M = F (G,B), Ai represents F (Ωi); in the case that M = L(G,B),
Ai represents L(Ωi). Inductively assume that for some i ≥ 0 there exist
nonsingular matrices T0, . . . , Ti, nonsingular diagonal matrices S0, . . . , Si, and
gain functions ϕ0, . . . , ϕi, such that either

(1) TjAjSj = AF (Gj, ϕj) for each j ∈ {0, . . . , i}, or

(2) TjAjSj = AL(Gj, ψj) for each j ∈ {0, . . . , i}.

We will show the same projective equivalence for Ai+1. We first obtain this
conclusion in the case that Pi consists of a single edge. Then if Pi has length
greater than one, the conclusion follows from Lemma 5.7. So suppose Pi
consists of a single edge ei linking vertices ui, vi ∈ V (Ωi). We consider cases
(1) and (2) above separately.

(1) Consider the matrix TiAi+1. Matrix Ai+1 has rows indexed by V (G),
according to the indexing of the corresponding rows of TiAiSi, and columns
indexed by E(Gi+1). We first show that column ei of TiAi+1 is zero in every
row aside from ui and vi. Suppose for a contradiction that ei is nonzero in a
row x of TiAi+1 differing from ui and vi. Since Ω0 does not have a balancing
vertex, neither does Ωi. Thus Ωi−x is unbalanced and connected. Hence there
is a subset Ui ⊆ E(Ωi − x) that induces a subgraph of Ωi that is a spanning
tree of Ωi − x along with one additional edge whose fundamental cycle with
respect to this tree is unbalanced. Contained in Ui∪ ei is a biased subgraph C
whose edge set is a circuit of F (Ωi+1). The subgraph C contains ei and does
not contain x. Since TiAiSi = AF (Gi, ϕi), the columns of TiAi+1 representing
E(C) − ei are all zero in row x. Hence while C is a circuit of F (Ωi+1) the
columns of TiAi+1 representing C are linearly independent, a contradiction.

We now show that both rows ui and vi in column ei of TiAi+1 are nonzero.
Since ei is not a loop of M , at least one entry of column e is nonzero; without
loss of generality assume its entry in row ui is not zero. For a contradiction,
suppose its entry in row vi is zero. Let Q be a subgraph of Ωi−vi consisting of
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an unbalanced cycle and a path (possibly trivial) connecting this cycle to ui.
In F (Ωi+1), E(Q) ∪ ei is independent, but the columns of TiAi+1 representing
E(Q) ∪ ei are linearly dependent, a contradiction. Thus column ei of TiAi+1

is nonzero in precisely its rows ui, vi corresponding to the endpoints of edge ei
in Ωi. Let Ti+1 = Ti and let Si+1 be the diagonal matrix obtained from Si by
adding a column to scale column ei of Ti+1Ai+1 so that its entry in row ui is 1.
Extend the F×-gain function ϕi by defining ϕi+1(ei) to be −(Ti+1Ai+1Si+1)vie.
Now Ti+1Ai+1Si+1 is the canonical frame matrix AF (Gi+1, ϕi+1). By induction,
there is a nonsingular matrix Tn, a diagonal matrix Sn, and a gain function
ϕn such that TnAnSn = AF (Gn, ϕn).

If (G,B) has no joints we are done. So assume J is nonempty. We now claim
that M 6= L(G,B). For suppose contrarily that M = L(G,B). Since TnAnSn
is a canonical frame representation of M\J , it must be the case that Ωn is
tangled. By Theorem 3.3 Ωn contains a link minor (H,S) that is either a biased
2C3 with no balanced 2-cycle or a biased K4 with no balanced triangle. Since
J is nonempty (G,B) has a link minor (H ′,S ′) where (H ′,S ′) is obtained by
adding a joint e incident to a vertex of (H,S). Since TnASn is a representation
over F for L(G,B) that agrees with TnAnSn on all elements aside from possibly
those in J , and since (H ′,S ′) is a link minor of (G,B), by Lemma 2.5 there
is a matrix B over F representing L(H ′,S ′) with the property that B\e is a
canonical frame matrix particular to (H,S). But this is impossible by Lemma
5.8. Thus M 6= L(G,B).

Finally, we show that each column e of TnA for which e ∈ J has exactly
one nonzero entry. Suppose e ∈ J has endpoint u and that column e of TnA
is nonzero in row v 6= u. Let C be the edge set of an unbalanced cycle in
Ωn − v together with a path linking this cycle and u. Then C is a circuit
of F (G,B) but its corresponding columns in TnA are linearly independent, a
contradiction. Thus there is a diagonal matrix S scaling the columns of TnA
such that TnAS is a canonical frame matrix particular to (G,B).

(2) We proceed as in case (1), considering the matrix TiAi+1. Matrix Ai+1

has rows indexed by V (G)∪v0, according to the indexing of the corresponding
rows of TiAiSi where v0 /∈ V (G) corresponds to the “gains row” of TiAiSi, and
columns indexed by E(Gi+1). We first show that column ei of TiAi+1 is zero
in every row aside from ui, vi, and v0. Suppose for a contradiction that ei is
nonzero in a row x /∈ {ui, vi, v0} of TiAi+1. As in case (1), let Ui ⊆ E(Ωi − x)
be a set of edges inducing a subgraph of Ωi that is a spanning tree of Ωi − x
along with one additional edge whose fundamental cycle with respect to this
tree is unbalanced. Contained in Ui∪ei is a biased subgraph C whose edge set
is a circuit of L(Ωi+1). The subgraph C contains ei and does not contain x.
Since TiAiSi = AL(Gi, ψi), the columns of TiAi+1 representing E(C) − ei are
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all zero in row x. Hence while C is a circuit of L(Ωi+1) the columns of TiAi+1

representing C are linearly independent, a contradiction.
Since Ωi is unbalanced and 2-connected and Ωi+1 is obtained from Ωi by

adding a single edge, r(L(Ωi+1)) = r(L(Ωi)). Thus Ai and Ai+1 have the same
rank. Since row v0 of TiAiSi is not in the span of the rows V (G) neither is
row v0 of TiAi+1 in the span of the rows in V (G). But the sum of the rows in
V (G) of TiAi is zero, so likewise the sum of the rows in V (G) of TiAi+1 must
be zero: otherwise the rank of TiAi+1 would be greater than that of TiAi, a
contradiction.

Suppose first that both entries of column e in rows ui and vi are zero.
Element ei is not a loop of M , so then its entry in row v0 is nonzero. Let C be
an unbalanced cycle in Ωi− ui. Then C ∪ e is independent in L(Ωi+1) but the
columns of TiAi+1 representing C ∪ e are linearly dependent, a contradiction.
Thus column ei has entries a and −a in rows ui and vi, where a 6= 0. Take
Ti+1 = Ti and let Si+1 be the diagonal matrix obtained by adding a column
to Si to scale column ei of Ti+1Ai+1 by a−1. Extend the F+-gain function ψi
to E(Gi+1) by defining ψ(ei) to be the entry in row v0 of column ei. Now
Ti+1Ai+1Si+1 is the canonical lift matrix AL(Gi+1, ψi+1). By induction, there
is a nonsingular matrix Tn, a diagonal matrix Sn, and a gain function ψn such
that TnAnSn = AL(Gn, ψn).

If (G,B) has no joints we are done. So assume J is nonempty. Analogous
to the situation in case (1), we now claim that M 6= F (G,B). Suppose to the
contrary that M = F (G,B). Since TnAnSn is a canonical lift representation
of M\J , it must be the case that Ωn is tangled. By Theorem 3.3, Ωn contains
a link minor (H,S) that is either a biased 2C3 with no balanced 2-cycle or
a biased K4 with no balanced triangle. Since J is nonempty (G,B) has a
link minor (H ′,S ′) where (H ′,S ′) is obtained by adding a joint e incident to
a vertex of (H,S). Since TnASn is a representation over F for F (G,B) that
agrees with TnAnSn on all elements aside from possibly those in J , and since
(H ′,S ′) is a link minor of (G,B), by Lemma 2.5 there is a matrix B over F
representing F (H ′,S ′) with the property that B\e is a canonical lift matrix
particular to (H,S). This violates Lemma 5.8, so M 6= F (G,B).

Finally, we show that each column e of TnA for which e ∈ J has a nonzero
entry only in row v0. Suppose for a contradiction that e ∈ J with column e of
TnA nonzero in row v 6= v0. Let C be the edge set of an unbalanced cycle in
Ωn − v. Then C ∪ e is a circuit of L(G,B) but its corresponding columns in
TnA are linearly independent, a contradiction. Thus TnASn is a canonical lift
matrix particular to (G,B).

This completes the proof that at least one of statements (i) or (ii) of the
theorem hold. But A0 is not projectively equivalent to both a canonical frame
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matrix and a canonical lift matrix particular to (G0,B0). Thus neither is A
projectively equivalent to both a canonical frame matrix and a canonical lift
matrix particular to (G,B).

The first statement of Theorem 5.5 follows immediately from Theorem 5.6.
For the second statement of Theorem 5.5, we would like to show that for
each 3-connected matroid M represented by an almost-balanced biased graph
(G,B), given any matrix A representing M , A is projectively equivalent to a

canonical lift matrix particular to (Ĝ, B̂). Unfortunately, this can fail in the
case that M has rank 2. Let M be a 3-connected rank-2 matroid represented
by the biased graph (G, ∅) consisting of E(M) − 1 links between a pair of
vertices and a single joint. Let F be a field and let A be a matrix over F
representing M . Then A is projectively equivalent to the matrix

A′ =

(
1 0 1 1 · · · 1
0 1 a1 a2 · · · an−2

)
where n = |E(M)|, for each i, ai /∈ {0, 1}, and the ai are distinct. The matrix
A′ is a canonical frame representation particular to a roll-up of (G, ∅), and
A′ is a full-rank canonical lift matrix particular to (G, ∅) (with its second
row as the “gains row” indexed by v0, and ”missing” its row indexed by one
of the vertices of G). It is straightforward to see that by elementary row
operations and column scaling we may obtain from A′ a canonical frame matrix

particular to (G, ∅). However, (Ĝ, ∅̂) is the loopless contrabalanced biased
graph obtained from (G, ∅) by unrolling its joint, and there is no guarantee
that A need be projectively equivalent to a canonical matrix representation

particular to (Ĝ, ∅̂). Indeed, there is no guarantee that such a representation
exists. For instance, if n = 6 and F is GF(5), then the above argument shows
that A is projectively equivalent to a canonical frame matrix particular to
a roll-up of (G, ∅), and to a canonical lift matrix particular to (G, ∅), but a

canonical lift representation particular to (Ĝ, ∅̂) requires six distinct elements
of F+, so no such matrix exists. The problem is that the field is just too small
by one element to permit a canonical lift representation of a such a rank-2
matroid, Fortunately, this is the only problem that may occur:

Theorem 5.9. Let M be a matroid of rank greater than two represented by a
2-connected almost-balanced biased graph (G,B) having no 2-separation with
one side balanced. Let F be a field and let A be an F-matrix representing M .
Then

(i) A is projectively equivalent to a canonical lift matrix particular to (Ĝ, B̂),
and
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(ii) A is projectively equivalent to a canonical frame matrix particular to each

roll-up of (Ĝ, B̂), unless F is GF(2).

Furthermore, A is projectively equivalent to a canonical frame matrix partic-
ular to (Ĝ, B̂) if and only if whenever ϕ is an F+-gain function for which A

and AL(Ĝ, ϕ) are projectively equivalent, ϕ is switching equivalent to a gain
function assigning 0 to e if and only if e is a link not incident to u or e is a
loop of M .

We will need the following straightforward fact.

Lemma 5.10. Let C be the balanced triangle of D1,0 and let Y be a K1,3-
subgraph of D1,0 meeting C in exactly two edges. Then the simplification of
∇YD1,0 is isomorphic to B′1.

Proof of Theorem 5.9. Suppose first that (Ĝ, B̂) does not contain a contra-
balanced theta subgraph. The only biased graph representing U2,4 without a
contrabalanced theta is shown at right in Figure 7. Moreover, F7 is neither
frame nor lifted-graphic, and the only biased graphs representing F ∗7 , M∗(K5),
and M∗(K3,3) are all properly unbalanced [15].1 Since none of these biased

graphs can occur as a minor of (Ĝ, B̂) and (Ĝ, B̂) represents M , M contains
none of U2,4, F7, F ∗7 , M∗(K5), nor M∗(K3,3) as a minor. Thus M is graphic.
The first two statements follow. The third statement follows from Corollary
5.3.

So assume now that (Ĝ, B̂) contains a contrabalanced theta subgraph. Let

v be a balancing vertex of (Ĝ, B̂) and let J be the set of joints of (Ĝ, B̂).
Since the set of joints not incident to v form an unbalancing class of Σ(v)

in (G,B), and all of the unbalancing classes of Σ(v) are unrolled in (Ĝ, B̂),

every joint of (Ĝ, B̂) is incident to v. We claim that (Ĝ, B̂)\J does not have

another balancing vertex u 6= v. For suppose to the contrary that (Ĝ, B̂)\J
has a balancing vertex u 6= v. Then (Ĝ, B̂)\J has the structure described in

Proposition 2.12: there are graphs G1, . . . , Gm such that Ĝ = G1 ∪ · · · ∪ Gm

and Gj ∩Gk = {u, v} for each pair j 6= k and a cycle is in B̂ if and only if it is

contained in a single graph Gj. Since (Ĝ, B̂) contains a contrabalanced theta,
m ≥ 3. If there is a subgraph Gi with E(Gi) ≥ 2, then (E(Gi), E(G)\E(Gi)) is
a 2-separation of (G,B) with one side balanced, contrary to assumption. Thus
for each i, |E(Gi)| = 1. Thus G = mK2 and B is empty. But M(mK2, ∅) is
isomorphic to the m-point line U2,m, so r(M) = 2, contrary to assumption.

1The mistake in [15], corrected at http://people.math.binghamton.edu/zaslav/

Tpapers/index.html does not affect this claim.

http://people.math.binghamton.edu/zaslav/Tpapers/index.html
http://people.math.binghamton.edu/zaslav/Tpapers/index.html
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Thus v is the unique balancing vertex of (Ĝ, B̂)\J . Since G is 2-connected,

so is Ĝ. Thus by Proposition 3.5 (Ĝ, B̂) contains a biased subgraph Ω0 that

is a subdivision of D1,0, B′0, B′1, or B′2. Since both Ω0 and Ĝ are 2-connected,
there is a sequence of 2-connected biased subgraphs Ω0 ⊂ · · · ⊂ Ωn where
Ωn = (Ĝ, B̂)\J , and for each i ∈ {0, . . . , n − 1} there is a path Pi in G
internally disjoint from Ωi so that Ωi+1 = Ωi ∪ Pi. For each i ∈ {0, . . . , n}, let

(Gi,Bi) be the biased subgraph of (Ĝ, B̂) induced by E(Ωi) with V (Gi) = V (Ĝ)
and let Ai be the submatrix of A consisting of all rows of A and precisely
those columns representing E(Ωi). Thus for each i, Ai represents M(Ωi). By
Lemmas 5.7 and 4.18, Proposition 2.9, and Lemma 5.10, A0 is projectively
equivalent to a canonical lift matrix particular to Ω0. Inductively assume that
there are sequences T0, . . . , Ti and S0, . . . , Si of F-matrices such that for each
k ∈ {0, . . . , i} each matrix TkAkSk is a canonical lift matrix particular to Ωk.
We may assume that A is of full rank, and so that for each k ∈ {0, . . . , i} the
rows of TkAkSk are indexed by v0 ∪ (V (Gk)− v) (as described in Section 2.6).

Since for each k, V (Gk) = V (Ĝ), for each k the rows of TkAkSk are indexed

by v0 ∪ (V (Ĝ)− v).

Consider Ωi+1 = Ωi ∪Pi and the matrix TiAi+1 representing M(Ωi+1). Let
us assume Pi consists of a single edge ei whose endpoints are xi, yi ∈ V (Ωi).
Let x ∈ V (Gi)−{xi, yi}. Since Ωi is 2-connected, there is a spanning tree T of
Ωi−x. If x is not v, then there is an edge f such that the fundamental cycle in
T ∪ f is unbalanced in Ωi: set W = E(T ) ∪ f ; otherwise set W = E(T ). The
subgraph W ∪ei ⊆ Ωi+1 contains a subgraph C that is either a balanced cycle,
a pair of unbalanced cycles sharing just vertex v, or a contrabalanced theta.
Since E(C) is a circuit of M(Ωi+1), this implies that in column ei of TiAi+1, the
entry in row x is 0. As long as neither endpoint of ei is v, this also implies that
the entries in rows xi and yi are nonzero. If ei has endpoints v, yi, for some
vertex yi 6= v, then the form of C in Ωi+1 implies that the entry in matrix
TiAi+1 in column ei, row yi must be nonzero. Thus TiAi+1Si+1, with rows

indexed by v0 ∪
(
V (Ĝ)− v

)
, is a canonical lift matrix for some appropriate

column scaling matrix Si+1. Hence by induction, there are matrices Tn and Sn
such that TnAnSn is a canonical lift matrix particular to Ωn = (Ĝ, B̂)\J .

Finally, consider the set of joints J . Let e be a joint. By assumption e is
incident to v and every other joint is in parallel with e. Since v is the unique
balancing vertex of (Ĝ, B̂), for every vertex x 6= v, there is an unbalanced cycle
Cx in G− x of length > 1. Since Cx ∪ e is a circuit of M , row x of column e
of TnA is zero. Thus every row of column e aside from row v0 is zero. Since
e is not a loop of M , the entry in row v0 of column e must be nonzero. Since
all joints of (Ĝ, B̂) are in parallel with e, every column of A representing a
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joint is zero in all rows but v0. Thus there is a diagonal matrix S scaling the
columns of TnA so that TnAS is a canonical lift matrix particular to (G,B).
This completes the proof of statement (i).

(ii) Let (H,S) be a roll-up of (Ĝ, B̂), and let U ⊆ Σ(v) be the unique
unbalancing class of edges in Σ(v) that are joints in (H,S). By statement

(i) there is a F+-gain function ϕ on Ĝ realizing B̂ for which A = AL(Ĝ, ϕ).

Let T be a spanning tree of Ĝ containing exactly one edge in U . Then the
T -normalized gain function ϕ′ obtained by switching on ϕ satisfies ϕ′(e) = 0
for all edges e not incident to v and ϕ′(e) = 0 for each edge in U . By Corollary
5.3, the derived F×-gain function ϕ′× realizes (H,S). By Lemma 5.2, A and
AF (H,ϕ′×) are projectively equivalent.

The final statement follows immediately from Corollary 5.3.

5.3 Projective equivalence classes are in 1-1 correspon-
dence with switching classes

Finally, we can prove Theorem 3.

Proof of Theorem 3. By Proposition 4.1, every switching class of gain func-
tions is contained in a projective equivalence class of matrix representations.
Thus we just need show that if A and B are projectively equivalent repre-
sentations of M , then A and B are each projectively equivalent to canonical
representations whose gain functions are contained in the same switching class.
Because M is 3-connected, (G,B) is 2-connected and has no 2-separation with
one side balanced.

Assume first that (G,B) is properly unbalanced and not tangled. Then ei-
ther M = F (G,B) or M = L(G,B), but not both. Assume that M = F (G,B).
Let A and B be projectively equivalent F-matrices representing M . By The-
orem 5.5(1), each of A and B are projectively equivalent to a canonical frame
matrix particular to (G,B). Let ϕ and ψ be F×-gain functions such that
A is projectively equivalent to AF (G,ϕ) and B is projectively equivalent to
AF (G,ψ). By Theorem 5.1(1), ϕ and ψ are switching equivalent. Similarly, if
M = L(G,B) and A and B are projectively equivalent F-matrices representing
M , then by Theorem 5.5(1), each of A and B are projectively equivalent to a
canonical lift matrix particular to (G,B). Let ϕ and ψ be F+-gain functions
such that A is projectively equivalent to AL(G,ϕ) and B is projectively equiv-
alent to AL(G,ψ). By Theorem 5.1(ii), ϕ and ψ are switching-and-scaling
equivalent.

Now assume that (G,B) is properly unbalanced but tangled. Then L(G,B)
and F (G,B) coincide: M = L(G,B) = F (G,B). Let A and B be projectively
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equivalent F-matrices representing M . By Theorem 5.5, each of A and B is
projectively equivalent to a canonical lift matrix particular to (G,B), or to a
canonical frame matrix particular to (G,B), but not both. By Theorem 5.1(iii),
either A and B are both projectively equivalent to canonical lift matrices or
both are projectively equivalent to canonical frame matrices. In either case,
by statement (i) or (ii) of Theorem 5.1, the gain functions from which these
canonical representations arise belong to the same switching class.

Finally, assume that (G,B) is almost-balanced, and let A and B be pro-
jectively equivalent F-matrices representing M . By Proposition 2.12, (G,B)
has a unique balancing vertex. By Theorem 5.5, A and B are each projec-
tively equivalent to a canonical lift matrix particular to (Ĝ, B̂), say, given by
F+-gain functions ϕ and ψ respectively. By Theorem 5.4(i), ϕ and ψ belong
to the same switching class.
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