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Abstract

The known linear-time kernelizations for d-Hitting Set guarantee linear worst-case running times using a quadratic-size data structure
(that is not fully initialized). Getting rid of this data structure, we show that problem kernels of asymptotically optimal size O(kd) for
d-Hitting Set are computable in linear time and space. Additionally, we experimentally compare the linear-time kernelizations for
d-Hitting Set to each other and to a classical data reduction algorithm due to Weihe.
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1. Introduction

We study data reduction algorithms for the following combina-
torial optimization problem:

Problem 1 (d-Hitting Set, for constant d ∈ N).
Input: A hypergraph H = (V, E) with vertex set V = {1, . . . , n},

edge set E ⊆ {e ⊆ V : |e| ≤ d}, and k ∈ N.
Question: Is there a hitting set S ⊆ V of cardinality at most k,

that is, ∀e ∈ E : e ∩ S , ∅?
Throughout this work, we denote n := |V | and m := |E| and call
|H| = |V | + |E| the size of the hypergraph H.

The d-Hitting Set problem is an NP-complete [22] fundamental
combinatorial optimization problem, arising in bioinformatics
[25], medicine [24, 34], clustering [8, 21], automatic reason-
ing [11, 17, 31], feature selection [10, 20], radio frequency al-
location [33], software engineering [29], and public transport
optimization [9, 35].

Exact algorithms for NP-complete problems usually take time
exponential in the input size. Thus, an important preprocessing
step is data reduction, which has proven to significantly shrink
real-world instances of NP-hard problems [2, 7, 9, 24, 35]. The
main notion of data reduction with performance guarantees is
kernelization [19], here stated for d-Hitting Set:

Definition 2. A kernelization maps any d-Hitting Set instance
(Hin, kin) to an instance (Hout, kout) in polynomial time such that

1. Hin has a hitting set of size kin if and only if Hout has a
hitting set of size kout,

2. |Hout| + kout ≤ g(kin) for a computable function g : N→ N.

One calls (Hout, kout) the problem kernel and g(kin) its size. In
the kernelizations studied in our work, k := kin = kout.

?This work is based on the Bachelor thesis of the second author [32].
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The existence of problem kernels of size O(kd−ε) for any ε > 0
for d-Hitting Set results in a collapse of the polynomial-time
hierarchy [14]. There are two known O(n + m)-time kerneliza-
tions for d-Hitting Set that yield problem kernels of this optimal
size O(kd) [6, 16]. They can be implemented
(a) with expected linear running time and linear space using

hash tables with random hash functions, or
(b) with worst-case linear running time using a trie data struc-

ture, which may allocate Θ(nm) cells of random access
memory (of which only O(n + m) are initialized) [5].

In experiments, the memory usage of implementation (b) proved
to be prohibitively large, yet implementation (b) outperformed
implementation (a) when enough memory was available and
allocation of zero-initialized memory was cheap [5].

From a theoretical point of view, a natural question is whether
one can derandomize implementation (a), so that it runs in worst-
case linear time and space, or, equivalently, whether one can
lower the memory usage of implementation (b) to linear. From
a practical point of view, it is interesting how the two kernel-
izations compare to each other and to other data reduction algo-
rithms.

Our contributions and organization of this work. Section 2
shows the two known linear-time d-Hitting Set kernelizations.
We then describe our new contributions, which are two-fold:

In Section 3, we resolve the apparent paradox that the linear
worst-case running time of the known d-Hitting Set kerneliza-
tions hinges on quadratic-space data structures. To this end, we
show how to implement both of them in O(n+m) time and space.

In Section 4, for the first time, we experimentally compare
the two kernelizations to each other and to a well-known
data reduction algorithm due to Weihe [35], which runs in
superlinear time, does not yield problem kernels, but proved to
be very effective on instances of the Station Cover problem. We
will see that the kernelizations outperform Weihe’s algorithm
for small d and that combinations of kernelization and Weihe’s
algorithm may yield significantly stronger data reduction effects
than the individual algorithms.
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Algorithm FK: Algorithm of Fafianie and Kratsch [16].
Input: Hypergraph (Vin, Ein), k ∈ N.
Output: Problem kernel ((Vout, Eout), k) with |Eout| ≤ (k + 1)d.
// Initially, ∀s ⊆ V : supersets[s] = 0.

1 Eout ← ∅

2 foreach e ∈ Ein do
3 if ∀s ⊆ e : supersets[s] < (k + 1)d−|s| then
4 Eout ← Eout ∪ {e}
5 foreach s ⊆ e do supersets[s]← supersets[s] + 1

6 Vout ←
⋃

e∈Eout e
7 return ((Vout, Eout), k)

Related work. There are several kernelizations for d-Hitting Set
[1, 3, 4, 13, 15, 18, 23, 26, 28]. Dell and van Melkebeek [14]
showed that the existence of a problem kernel with O(kd−ε) edges
for any ε > 0 for d-Hitting Set implies a collapse of the polyno-
mial-time hierarchy. Therefore, we do not expect polynomial-
size problem kernels for d-Hitting Set if d is not constant. There
are problem kernels with O(kd−1) vertices, however [1, 5, 26].

Lowering the running time and space requirements of
d-Hitting Set kernelizations both have been in the focus of
research. The first linear-time kernelization is due to van
Bevern [5, 6]. The second, due to Fafianie and Kratsch [16], is
simpler and has smaller constant factors: the problem kernel
of van Bevern [6] has at most d! · dd+1 · (k + 1)d edges, whereas
the problem kernel of Fafianie and Kratsch [16] has at most
(k+1)d edges. Both kernelizations work in O(d ·n+2dd ·m) time.

Problem kernels of size O(kd log k) are computable in
O(kd log n) space and O(kdm) time [15], of size O(kd) in log-
arithmic space and O(md+2) time [16], and of exponential size
even in constant parallel time [4].

2. Known linear-time algorithms

There are two known linear-time kernelizations for d-Hitting Set:
FK and Bev. Both iterate over each input edge e ∈ Ein once and
decide whether to add e to the output edge set Eout as follows.

FK does not add e to Eout if e contains a subset s that is
contained in (k + 1)d−|s| edges of Eout. It can be shown that any
hitting set of size k for (Vout, Eout) has to intersect s, and thus e
[16]. Thus, for each s ⊆ e ∈ Ein, FK maintains the number of
supersets of s in Eout in a counter supersets[s], which is updated
for each s ⊆ e whenever adding an edge e to Eout.

Bev is based on finding sunflowers—sets of edges (called
petals) with mutually equal intersection (called the core).
If there is a sunflower with k + 1 petals, then any hitting set of
size k has to intersect its core. Thus, Bev does not add e to Eout if
it finds that e contains the core s of a sunflower with k + 1 petals
in Eout. To this end, for each s ⊆ e ∈ Ein, Bev maintains the
information of one sunflower with core s: petals[s] is its number
of petals and used[s][v] is true if and only if v ∈ V is contained
in one of them. Whenever adding an edge e to Eout, Bev
adds e to the sunflower with core s for each s ⊆ e (if possible).
Depending on the order of the input edges, Bev may not find a

Algorithm Bev: Algorithm of van Bevern [6].
Input: Hypergraph (Vin, Ein), k ∈ N.
Output: Kernel ((Vout, Eout), k) with |Eout| ≤ d!dd+1(k + 1)d.

// Initially, ∀s ⊆ V, v ∈ V : petals[s] = 0, used[s][v] = false.
1 Eout ← ∅

2 foreach e ∈ Ein do
3 if ∀s ⊆ e : petals[s] ≤ k then
4 Eout ← Eout ∪ {e}
5 foreach s ⊆ e do
6 if ∀v ∈ e \ s : used[s][v] = false then
7 petals[s]← petals[s] + 1
8 foreach v ∈ e \ s do used[s][v]← true

9 Vout ←
⋃

e∈Eout e
10 return ((Vout, Eout), k)

sunflower with k + 1 petals if it exists, yet if there is a sunflower
with d(k + 1) petals, it finds one with k + 1 petals for sure [5].

Access to supersets[s], used[s], and petals[s] for each
s ⊆ e ∈ Ein in FK and Bev can be organized in O(d) time
using a trie that can be initialized in O(dn + 2dd · m) time [5,
Lemma 5.3]. After initialization, FK and Bev work in O(2d · m)
and O(2dd · m) time, respectively. The culprit is that the trie
can allocate Θ(nm) random access memory, of which only
O(n + m) is initialized [5, Lemma 5.3].

3. Implementing FK and Bev in linear space and time

3.1. FK in linear space

To implement FK in linear space, we apply a series of prepro-
cessing steps. First, by iterating over Ein once, simultaneously
incrementing a counter, we assign to each edge e ∈ Ein a unique
index eid ∈ {1, . . . ,m}, in O(m) time giving a set

Eid := {(e, eid) : e ∈ Ein}. (1)

We will then show how to compute in linear time and space
a unique index sid ∈ {1, . . . , 2dm} for each s ⊆ e ∈ Ein and a
size-m array A[] satisfying

A[eid] = {(s, sid) : s ⊆ e} for each (e, eid) ∈ Eid. (2)

Then, instead of iterating over each e ∈ Ein, each s ⊆ e,
and looking up supersets[s] in a trie, it is enough to iterate
over each (e, eid) ∈ Eid, each (s, sid) ∈ A[eid], and look up
supersets′[sid] in O(1) time, where supersets′[] is an ordinary
array of length 2dm. The modified algorithm is shown in FK’.

Theorem 3. FK can be run in O(nd + 2dd · m) time and space.

Proof. To prove the theorem, we show how to compute the ar-
ray A[] and a unique index sid for each s ⊆ e ∈ Ein in linear
space and time. The tricky bit is that s may be a subset of several
edges in Ein, yet its index sid must be unique. Thus, we use the
following canonical encoding of edges: for any subset s ⊆ V =

{1, . . . , n} of size at most d, xsy ∈ (V∪{�})d is a d-tuple contain-
ing the elements of s in increasing order and padded with � at
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Algorithm FK’: Linear-space version of FK.
Input: Hypergraph (Vin, Ein), k ∈ N.
Output: Problem kernel ((Vout, Eout), k) with |Eout| ≤ (k + 1)d.
// supersets′[] is a zero-initialized size-2dm array,
// Eid and A[] are as in (1) and (2).

1 Eout ← ∅

2 foreach (e, eid) ∈ Eid do
3 if ∀(s, sid) ∈ A[eid] : supersets′[sid] < (k + 1)d−|s| then
4 Eout ← Eout ∪ {e}
5 foreach (s, sid) ∈ A[eid] do

supersets′[sid]← supersets[sid] + 1

6 Vout ←
⋃

e∈Eout e
7 return ((Vout, Eout), k)

the end. For example, for d = 4, x{3, 1, 2}y = (1, 2, 3,�). Obvi-
ously, xey for any edge e ∈ Ein is computable in O(d log d) time.
The preprocessing for FK now consists of three steps.

Step 1. Compute a list L = [(xsy, eid) : s ⊆ e, (e, eid) ∈ Eid]
of size at most 2dm by first computing xey for all e ∈ Ein in
O(m ·d log d) time and space and then enumerating all substrings
of xey for each (e, eid) ∈ Eid in O(2dd · m) time and space.

Step 2. Sort L by lexicographically non-decreasing xsy, where
we assume n < �. Since the xsy are d-tuples over {1, . . . , n,�},
this works in O(d(n + |L|)) = O(nd + 2dd · m) time and space
using radix sort [12, Section 8.3]. All pairs (xsy, eid) belonging
to the same subset s now occur consecutively in L.

Step 3. Initialize a size-m array A[] of empty lists and sid ← 1.
Iterate over L as follows. For the current pair (xsy, eid), add
(s, sid) to A[eid]. If there is a next pair (xs′y, e′id) on L and
xsy , xs′y, then increment sid ← sid + 1 and continue. Note
that A[eid] does not contain duplicates, so that the list is actually
a set, as required by (2).

This concludes the computation of the sid and the array A[].
The running time and space bottleneck is step 2. After this
preprocessing, FK can be implemented to run in O(2d · m) time
and space as shown in FK’.

3.2. Bev in linear space

To implement Bev in linear time and space, we replace ac-
cesses to tries petals[s] and used[s] for each s ⊆ e ∈ Ein
by accesses to arrays petals′[sid] and used′[sid], as we did for
FK. However, while petals[s] is a counter that translates into a
counter petals′[sid], used[s][] is a size-n array indexed by ver-
tices. Holding such an array in used′[sid][] would again use
Ω(nm) space. Instead, we organize used′[sid][] as follows. Let

V s :=
⋃
e∈Ein

(e \ s) for each s ⊆ e ∈ Ein. (3)

We will compute unique indices vs
id ∈ {1, . . . , |V

s|} for the ver-
tices v ∈ V s for each s ⊆ e ∈ Ein, unique indices se

id ∈ {1, . . . ,
2|e|} of the subsets s ⊆ e of each e ∈ Ein, an array B[] satisfying

B[eid] = {(s, sid, se
id) : s ⊆ e} for each (e, eid) ∈ Eid, (4)

Algorithm Bev’: Linear-space version of Bev.
Input: Hypergraph (Vin, Ein), k ∈ N.
Output: Kernel ((Vout, Eout), k) with |Eout| ≤ d!dd+1(k + 1)d.

// Eid, V s, B[], and C[][] are as in (1), (3), (4), and (5),
// petals′[] is a zero-initialized array of size 2dm,
// used′[] is an array of size 2dm,
// used′[sid] is a false-initialized array of size |V s|.

1 Eout ← ∅

2 foreach (e, eid) ∈ Eid do
3 if ∀(s, sid, se

id) ∈ B[eid] : petals′[sid] ≤ k then
4 Eout ← Eout ∪ {e}
5 foreach (s, sid, se

id) ∈ B[eid] do
6 if ∀vs

id ∈ C[eid][se
id] : used′[sid][vs

id] = false then
7 petals′[sid]← petals′[sid] + 1
8 foreach vs

id ∈ C[eid][se
id] do

9 used′[sid][vs
id]← true

10 Vout ←
⋃

e∈Eout e
11 return ((Vout, Eout), k)

and an array C[] of arrays satisfying

C[eid][se
id] = {vs

id : v ∈ e \ s} (5)
for each (e, eid) ∈ Eid, (s, sid, se

id) ∈ B[eid].

Bev can then be implemented using arrays petals′[] and used′[]
of size 2dm each, where for each sid, used′[sid][] is an array of
size |V s|: instead of iterating over each e ∈ Ein, each s ⊆ e,
each v ∈ e \ s, and looking up petals[s] and used[s][v] in tries,
Bev can iterate over each (e, eid) ∈ Eid, each (s, sid, se

id) ∈ B[eid],
each vs

id ∈ C[eid][se
id], and look up petals′[sid] and used′[sid][vs

id].
These are simple array accesses, each working in constant time.
The modified algorithm is shown in Bev’.

Theorem 4. Bev can be run in O(nd + 2dd · m) time and space.

Proof. We describe how to compute the indices vs
id, se

id, and
the arrays B[] and C[] in linear time and space. First, the in-
dices sid and array A[] in (2) are computed as in Theorem 3 in
O(nd + 2dd ·m) time and space. For Bev, we use three additional
preprocessing steps.

Step 1. Initialize a size-m array B[]. For each (e, eid) ∈ Eid,
compute B[eid] from A[eid] by iterating over each (s, sid) ∈
A[eid], simultaneously incrementing a counter se

id from 0 to 2|e|.
This works in time O(2d · m) and space.

Step 2. Iterating over each (e, eid) ∈ Eid and each (s, sid, se
id) ∈

B[eid], in O(2dd · m) time, generate a list

L := [(sid, v, se
id, eid) | v ∈ e \ s, s ⊆ e, e ∈ Ein].

Sort the list by lexicographically non-decreasing (sid, v). Since
these are pairs of numbers in {1, . . . , 2dm}∪{1, . . . , n}, this works
in O(n + 2dm + |L|) = O(n + 2dm) time using radix sort [12,
Section 8.3]. Thereafter, all quadruples belonging to the same sid
occur consecutively in L. Also, for each fixed sid, all quadruples
belonging to sid and the same v occur consecutively in L.

Step 3. Initialize a size-m array C[], and for each (e, eid) ∈
Eid, a size-2|e| array C[eid][] of empty lists. Iterate over
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Algorithm Wei: Algorithm due to Weihe [35]
Input: Hypergraph (Vin, Ein).
Output: Hypergraph (Vout, Eout) that has a hitting set of size k if

and only if (Vin, Ein) has.

Exhaustively apply the following two data reduction rules:
1. If, for some vertex v, all edges containing v also contain some

vertex u , v, then delete v.

2. If there are two edges e ⊆ e′, then delete e′.

Return the result (Vout, Eout).

each (sid, v, se
id, eid) ∈ L. If there is no predecessor on L or

the predecessor (s′id, v
′, se

id
′, e′id) satisfies sid , s′id, then initial-

ize vs
id ← 1. If sid = s′id but v , v′, then increment vs

id ← vs
id + 1.

Add vs
id to C[eid][se

id] and continue.
Note that, as a by-product, Step 3 also computes |V s|, which

is just the largest vs
id. The running time for the preprocessing is

dominated by O(nd+2dd ·m) for computing array A[] as in Theo-
rem 3. The space used additionally to Theorem 3 is the array B[]
of overall size O(2dd · m), and the size-m array C[]. Each entry
of C[] is an array of size at most 2d, whose entries are lists of
length at most d. Thus, C[] takes at most O(2dd · m) total space.

After preprocessing, Bev can be implemented to run in
O(2dd · m) time as shown in Bev’: it uses arrays petals′[]
and used′[] with 2d · m entries each. For each s ⊆ e ∈ Ein,
used′[sid][] is an array indexed by {1, . . . , |V s|}, where∑

s⊆e∈Ein

|V s| ≤
∣∣∣{(s, e, v) | s ⊆ e ∈ Ein, v ∈ e \ s}

∣∣∣ ≤ 2dd · m.

Thus, the total size of used′[][] is O(2dd · m).

4. Experiments

In this section, we compare the kernelizations FK and Bev and
the well-known data reduction algorithm Wei. Wei does not
yield problem kernels (as it does not give size bounds), does not
work in linear time, yet works independently of k.

Section 4.1, describes our experimental setup, Section 4.2
presents time and memory measurements. We analyze the effect
of data reduction on instances arising in data clustering (Sec-
tion 4.3) and public transportation optimization (Section 4.4).

4.1. Experimental setup

FK, Bev and Wei were implemented in C++.1 The experi-
ments were conducted on a 3.60 GHz processor with 16 GB of
RAM. The running time is measured with the standard C++

library ctime. The memory consumption is measured using the
valgrind memory measurement tool. The data reduction effect
is measured by comparing the number |Ein| of input edges to the
number |Eout| of output edges.

1The source code is freely available at https://gitlab.com/

PavelSmirnov/hs-lintimespace.

Implementation of FK and Bev. We implemented three variants
of data structures for supersets[], petals[], and used[]:

• using arrays with constant worst-case look-up time after
linear-time precomputations, as described in Section 3,

• using hash tables (the unordered map type in C++), with
O(d) expected look-up time (we account O(d) time for
computing the hash value of a set of size d),

• using balanced search trees (the map type in C++), with
O(d log 2dm) ⊆ O(d2 log n) worst-case look-up time (a fac-
tor d is for lexicographically comparing sets of size d).

All implementations use linear space. Additionally to the data
reduction described in Section 3, FK and Bev also delete all
edges that are supersets of other edges (it is easy to add this data
reduction without increasing their running time or space usage).

Implementation of Wei. Our implementation of Wei uses hash
tables and runs in O(z · (n2 + nm)) time, where z is the number
of vertices deleted by Wei and we omit factors depending on
hash-table look-up and d.

Combinations of algorithms. We analyze the data reduction ef-
fect of the individual algorithms as well as of their combinations,
applying one data reduction algorithm to the output of previous
data reduction algorithms. Since the data reduction effect of the
algorithms may depend on the processing order of the edges [5,
Fig. 5.3], each algorithm is applied to a random permutation
of edges. This excludes the possibility that instance genera-
tors or previous data reduction algorithms generate particularly
“friendly” input orders. The order of combining the algorithms
is determined by their running times: since the running time of
Wei is non-linear, it is applied last, so that it is run on a problem
kernel with size independent of n + m. Bev is slower than FK,
so it is applied after FK.

Computing k. The algorithms FK and Bev require an upper
bound k on the minimum hitting set size as input. We compute k
using a greedy approach: repeatedly pick a vertex with a max-
imum number of incident edges, add it to the hitting set, and
remove all incident edges, until all edges are hit.

4.2. Time and memory measurements
In the following, we present measurements of the running time
and memory usage.

Data generation. We randomly generate one instance for each
combination of d ∈ {1, . . . , 5} and m ∈ {i · 105 | i ∈ {1, . . . , 10}},
consisting of n = 100 vertices and m edges of size d, each
chosen with equal probability. We observed these instances to
be reluctant to data reduction: the result of applying FK, Bev,
and Wei to these hypergraphs was exactly the same and was
limited to deleting edges that are supersets of other edges. The
greedily computed upper bound k was too high for FK and Bev
to apply any k-dependent data reduction. Thus, the random data
gives a pessimistic estimate of the running time of FK and Bev:
both algorithms iterate over each subset of each input edge and

4
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Figure 1: Comparison of running time and memory usage of FK, Bev, and Wei on the data set described in Section 4.2. Each point represents an instance. The
leftmost column shows that FK outperforms Bev. The rightmost column shows time and memory usage of FK. The middle column compares FK to Wei: on this
particular data set, Wei does run in linear time and outperforms FK for d = 5.

add almost all of them to the output hypergraph, updating their
data structures. However, the random data gives a too optimistic
estimate of the running time of Wei, since the number n of
vertices is constant and it does not delete any vertex. Thus, on
this data set, Wei also exhibits linear running-time behavior.

Results. On each generated instance, an implementation of FK
and Bev using hash tables ran about three times faster than the
implementation using arrays and uses about four times less mem-
ory. This is not surprising since the intricate precomputation
described in Section 3, iterates over the input hypergraph three to
four times, building four helper arrays and lists whose size each
is linear in that of the input hypergraph. Thus, it seems that using
tries (with O(nm) pre-initialized memory) remains the only way
to outperform hash tables [5]. The balanced tree variant on each
instance uses roughly the same amount of memory as the hash
table variant and is only about 1.5 times faster than the array vari-
ant. Thus, hash tables are the most reasonable choice to imple-
ment FK and Bev in linear space. In the following, we only com-
pare the hash table implementations of FK, Bev, and Wei. The re-
source consumption of these implementations is shown in Fig. 1.

4.3. Cluster Vertex Deletion

In this section, we analyze the data reduction effect of FK, Bev,
and Wei on 3-Hitting Set instances arising from the Cluster
Vertex Deletion problem: the task is to delete at most k vertices
from a graph so that each connected component in the remaining
graph is a clique [21]. A Cluster Vertex Deletion instance (G, k)

with G = (V, E) can be reduced to a 3-Hitting Set instance (H, k)
with H = (V, {e ⊆ V : G[e] is a path on three vertices}) [21].

Data acquisition. We used Cluster Vertex Deletion instances
arising when clustering real-world protein similarity graphs ini-
tially used by Rahmann et al. [30].2 In fact, they used these
graphs as instances for the weighted Cluster Editing problem,
where one adds and deletes edges instead of deleting vertices.
As suggested by Rahmann et al. [30], we create an edge be-
tween two proteins if their similarity score is positive. Since our
problem is unweighted, we ignore edge weights. The data set
contains hypergraphs up to 108 edges. However, due to the high
running time of Wei, we only used those with up to 106 edges in
our comparison (discarding 12 hypergraphs).

Results. FK processed each instance in under 1.1 seconds, Bev
in under 2.5 seconds, Wei in under 7.3 seconds.

Fig. 2 shows that the data reduction effect of FK and Bev is
about the same—stronger than that of Wei. Indeed, it shows that
FK and Bev work well on the very same instances, which is sur-
prising, since they are based on different data reduction criteria
and it seems that Bev should be able to apply data reduction
earlier than FK.

Fig. 3 shows the absolute and relative data reduction effect
of FK, Bev, Wei, and their combinations. Combining any of

2Available at https://bio.informatik.uni-jena.de/data/ as
biological bielefeld.zip
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Figure 2: Comparison between Bev, FK, and Wei on the 3-Hitting Set instances described in Section 4.3. Each point represents an instance. The left-hand plot shows
that FK and Bev are about on par. Thus, the right-hand plot shows that FK and Bev outperform Wei.
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(c) 100 000 ≤ |Ein| ≤ 1 000 000.

Figure 3: Compression of the 3-Hitting Set instances described in Section 4.3 for different orders of magnitude of |Ein |. Each dot represents an instance. The boxes
show the first quartile, the median, and the third quartile. The whiskers extend up to 1.5 times the interquartile range. The columns are: N — no data reduction (repeats
the distribution of |Ein |); W — Wei; F — FK; B — Bev; FW — FK followed by Wei; BW — Bev followed by Wei; FBW — FK, Bev, and Wei applied in this order.
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Figure 4: Data reduction effect on the d-Hitting Set instances described in
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Figure 5: Maximum and average edge cardinalities, d and d̄, respectively, of the
instances in Section 4.4. The boxes show the first quartile, the median, and the
third quartile. The whiskers extend up to 1.5 times the interquartile range.

FK and Bev with Wei significantly improves the data reduction
effect compared to the single algorithms, whereas combining
all three algorithms shows no improvement. Also, the data
reduction effect on larger instances can be seen to be lower
than that on smaller instances. As Fig. 4 shows, this effect is
mainly determined by k: not much data reduction is happening
for k ≥ 50, and we observed that almost all instances with
|Ein| ≥ 105 have k ≥ 50 for our greedily computed value of k.

4.4. Station Cover

Wei is well known for its data reduction effect on the Station
Cover problem in real-world transportation networks [35]. In
this section, we compare FK, Bev, and Wei on the corresponding
d-Hitting Set instances.

Data acquisition. We applied FK, Bev, and Wei to twelve d-
Hitting Set instances modeling the Station Cover problem in Eu-
ropean transportation networks (of cities, rural areas, and coun-
tries) that were kindly made available to us by Bläsius et al. [9]

Results. As shown by Fig. 5, the hypergraphs in this data set
have much larger edges than the ones arising from Cluster Vertex
Deletion in Section 4.3. Thus, as shown in Fig. 6, Wei obviously
outperforms FK and Bev. Moreover, FK and Bev work equally
bad and even combining all three algorithms did not yield any
additional data reduction effect compared to Wei.

Indeed, due to high values of d, Wei outperforms FK and
Bev even with respect to running time. FK and Bev are not even
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Figure 6: Compression of the instances described in Section 4.4. Each dot
represents an instance. The boxes show the first quartile, the median, and the
third quartile. The whiskers extend up to 1.5 times the interquartile range. The
columns are as follows: N — no data reduction (repeats the distribution of |Ein |);
W — Wei; F — FK; B — Bev; FBW — FK, Bev, and Wei applied in this order.

applicable to the shown instances right away: it is infeasible
to iterate over all 2d subsets of an edge e of size d when d is
large (say, 10). In such cases, we do not iterate over all subsets
of e, but only over intersections of e with other edges and its
subsets of size bounded by d′ ≤ d (we used d′ = 1). That is,
we do not iterate over 2d subsets, but only over m subsets of e.
Using this implementation trick, the running times of FK and
Bev were under six seconds on each instance, the running time
of Wei was under one second on each instance.

5. Conclusion

We presented the first linear-time and linear-space kernelizations
for d-Hitting Set, and thus resolved the apparent paradox that
worst-case linear running times of d-Hitting Set kernelizations
hinge on quadratic-size and partly initialized memory [5, 16].

We also conducted the first experimental evaluation of FK,
significantly extended previous experimental results for Bev, and
compared them to the well-known Wei data reduction algorithm.
The experiments show that Wei is outperformed by FK and Bev
on hypergraphs of small edge cardinality when one has good up-
per bounds on the hitting set size. Otherwise, Wei outperforms
FK and Bev. The data reduction effect of Wei can be strength-
ened by applying FK and Bev in advance. Thus, the algorithms
complement each other. We have also seen that, the data reduc-
tion of FK and Bev is about equal, yet FK is significantly faster.

Given that FK often kernelizes instances within a fraction of
a second and yields good data reduction results when k is small,
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it seems to be a good candidate for effectively applying the
technique of interleaving kernelization and branching [27]: in
a branch-and-bound algorithm for computing minimum hitting
sets, FK can be applied with k set to the size of the smallest
hitting set found so far, giving a good upper bound. Herein,
there is no need to apply FK to the input hypergraph each time,
but to the hypergraphs already kernelized on higher levels of
the search tree.
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