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Abstract
An original wireless video transmission scheme called SoftCast has been recently proposed to deal
with the issues encountered in conventional wireless video broadcasting systems (e.g. cliff effect). In
this paper, we evaluate and optimize the performances of the SoftCast scheme according to the trans-
mitted video content. Precisely, an adaptive coding mechanism based on GoP-size adaptation, which
takes into account the temporal information fluctuations of the video, is proposed. This extension
denoted Adaptive GoP-size mechanism based on Content and Cut detection for SoftCast (AGCC-
SoftCast) significantly improves the performances of the SoftCast scheme. It consists in modifying
the GoP-size according to the shot changes and the spatio-temporal characteristics of the transmitted
video. When hardware capacities, such as buffer or processor performances are limited, an alternative
method based only on the shot changes detection (AGCut-SoftCast) is also proposed. Improvements
up to 16 dB for the PSNR and up to 0.55 for the SSIM are observed with the proposed solutions at the
cut boundaries. In addition, temporal visual quality fluctuations are reduced under 1dB in average,
showing the effectiveness of the proposed methods.

1. Introduction
According to Cisco Visual Networking Index report [1],

video traffic will represent 82% of all consumer’s Internet
traffic in the coming years. However, broadcasting video
content to multi-users is challenging because each user’s
wireless channel is unreliable and different. In such appli-
cations, traditional approaches based on video codecs such
as H.264/AVC [2] or HEVC [3] are not suitable since they
require a permanent adaptation of the source and channel
coding parameters by the transmitter. Indeed, they are ad-
justed to match an available bitrate that is given under pre-
dicted or assumed channel state. Due to channel hetero-
geneities between users, receivers whose channel conditions
are degraded are subject to significant visual disturbances
(e.g. freeze), while receivers experiencing a better channel
quality than the estimated one cannot take full advantage of
it. These two problematic issues are known as cliff effect
[4] and levelling-off effect [5], respectively. The first one,
refers to a sudden and brutal loss in received video quality.
The second one, refers to a video quality that stays almost
constant even if the Channel Signal-to-Noise Ratio (CSNR)
increases.

Scalable video coding [6] may partly solve these prob-
lems but a more radical approach known as SoftCast has
been recently proposed. SoftCast represents the pioneer
work of linear video delivery systems also known as uncoded
video transmission schemes. The pixels are processed by
successive linear operations and directly transmitted with-
out quantization or channel coding. This allows users to
receive a video quality that increases linearly with channel
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quality (graceful degradation [7]). It operates without any
feedback information [8], while avoiding the complex adap-
tation mechanisms of conventional schemes. In addition, a
unique data stream is transmitted for all receivers. The lat-
ter can be decoded by anyone even those experiencing poor
channel conditions.

In its current configuration, SoftCast uses a fixed Group
of Pictures (GoP) size. Unfortunately, this method does not
adapt to the specific spatio-temporal characteristics of each
video content. In [9], we reported a preliminary study on
the impact of the video content in a SoftCast context. This
study showed that it is of paramount importance to consider
the spatio-temporal specificities of the video before applying
any transformation of the SoftCast scheme.

In this paper, we extend our previous work [9] and pro-
pose an original adaptive coding mechanism to significantly
improve the performances of the SoftCast scheme. The
proposed mechanism takes into account the temporal infor-
mation fluctuations of the video to be transmitted. First,
we provide additional results by considering bandwidth-
limited environments and various video formats. Then, we
show that SoftCast performs poorly when considering shot
changes scenarios also known as cuts. It leads to annoying
visual artifacts: a ghost effect phenomenon, as well as se-
vere temporal quality fluctuations. We analyze these impair-
ments and show that they can be annihilated (ghost effect)
or greatly reduced (quality fluctuations) by properly encod-
ing the video. Finally, we propose an Adaptive GoP-size
mechanism based on Content and Cut detection for Soft-
Cast (AGCC-SoftCast). This extension dynamically adapts
the GoP-size, prior to encoding, by taking into account both
shot changes and spatio-temporal characteristics of the trans-
mitted video. When hardware capacities, such as buffer or
processor performances are limited, an alternative method
based on the cut detection only (AGCut-SoftCast) is also
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Figure 1: Block diagram of the SoftCast video transmission scheme.

proposed. Simulation results show that the proposed exten-
sion optimizes the trade-off between received video quality,
available bandwidth and complexity cost. Improvements up
to 16 dB for the PSNR and up to 0.55 for the SSIM are ob-
served with the proposed methods at the cut boundaries. In
addition, visual quality fluctuations are significantly reduced
under 1dB in average, showing the effectiveness of the pro-
posed methods.

The rest of the paper is organized as follows: Section 2
reviews the original SoftCast scheme and related works.
Then, Section 3 describes the proposed AGGC-SoftCast so-
lution. First, preliminary results on the SoftCast perfor-
mances for different GoP-sizes and compression levels are
given and analyzed in Section 3.1. In Section 3.2, the ghost
effect artifact is highlighted, analyzed and a solution to an-
nihilate it is given. Based on these studies, an extension of
SoftCast, calledAGCC-SoftCast, is proposed and detailed in
Section 3.3. Simulation results of the proposed methods and
comparisons with the classical SoftCast scheme (consider-
ing different GoP-sizes) are given in Section 4. Conclusions
and discussions are given in Section 5.

2. Background
The basic scheme of SoftCast [10] is shown in Fig. 1.

We note that the green blocks are not part of the original
SoftCast scheme but have been added as additional steps.
In the following, for ease of notation, we refer to this ver-
sion as the classical SoftCast scheme. The green block at
the transmitter consists of an energy reduction that allows
a better distribution of the available power, therefore offer-
ing a greater resilience to channel disturbances. To reduce
the signal energy, the spatial average is subtracted from each
image. This average is transmitted as additional side infor-
mation (metadata). As indicated in [11], such preprocessing
method improves the received quality by up to 2.5 dB.

SoftCast operates GoP by GoP. For each GoP it first
decorrelates the signal through a three-dimensional full-
frame Discrete Cosine Transform (3D-DCT) as shown in
Fig. 2. Then, the transformed frames are divided into small
rectangular blocks called chunks and rearranged to form a
new matrix where each row defines a chunk. These chunks

Chunks
Division

Temporal 
1D-DCT

Spatial 
2D-DCT

Input GoP

Figure 2: Compression Step in SoftCast scheme. From left
to right: GoP in pixel domain, 2D-transformed frames, 3D-
transformed frames, chunks division after 3D-DCT.

are sorted in decreasing energy order. Then, compres-
sion may be applied depending on the available bandwidth
BWava and the modulation type used at the transmitter side.
It consists in discarding a certain (given) amount of chunks.
The corresponding compression ratio (CR) [12] is defined
as

CR =M∕N, (1)
where, M is the number of transmitted chunks and N the
total number of chunks within a GoP. This CR ranges be-
tween 0 (no data sent) and 1 (no compression). If the avail-
able bandwidthBWava is less than the source bandwidth, thevalue ofM is adjusted accordingly [11].

The next block called Power Allocation or Scaling is
used to provide error resilience to the data. Based on a fixed
power budget P , SoftCast scales the magnitude of the DCT
coefficients to offer a better protection against channel noise.
Hadamard Transform is then applied on the scaled coeffi-
cients to provide packet loss resilience. By mixing the data,
it ensures that each packet contains approximately the same
amount of information. Finally, the obtained coefficients are
directly mapped in pairs (I and Q planes in the Orthogonal
Frequency Division Multiplexing technology) and transmit-
ted without any coding step in a pseudo-analog manner re-
ferred as Raw-OFDM [13]. In addition, metadata are trans-
mitted to the receiver to be able to recover the video sig-
nal. For each GoP, they represent a small amount of three
datasets:

• The mean of each chunk, denoted by �p with
p = (1, 2,… ,M);

• The variance/energy of each chunk, noted �p;
• A bitmap which indicates the positions of the dis-

carded chunks in the GoP.
Trioux et al.: Revised Version Submitted to Signal Processing: Image Communication Page 2 of 17
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To ensure a correct decoding process, they are transmitted
in a robust way after entropy coding (e.g. by using Binary
Phase-Shift Keying modulation [14] and Huffman coding).
We note that the added green block in Fig. 1 induces an ad-
ditional small dataset corresponding to the average value of
each frame in the GoP (8 bits per frame before Huffman cod-
ing [11]).

At the receiver side, a Linear Least Square Error (LLSE)
decoder is used to get the best estimation of received values.
The decoded values are then reassembled to form frames that
are passed through an inverse 3D-DCT process. In case of
bandwidth-constrained environments, the discarded chunks
at the transmitter side are replaced by null values.

Following the original works [8], linear video coding has
gathered a significant interest from the research community
[13–17]. Among the existing works, Xiong et al. [13] stud-
ied the theoretical performances of SoftCast. They showed
that the latter are directly related to the data activity of a GoP
denoted by

H = 1
N

N
∑

d=1

√

�d , (2)

where �d = E[Xd
2] is the energy of the dtℎ chunk after 3D-

DCT process [8]. They demonstrated that this term directly
affects the reconstructed PSNR at the receiver side as follows

PSNR = c + CSNR − 20 log10
(

H
)

, (3)
with c = 20 log10(255). Note the linear characteristic of thePSNR with the channel transmission conditions.

The data activityH actually represents a goodway to an-
alyze the performances of SoftCast. However, it is not well
adapted to perform dynamic GoP-size adaptation. Indeed,
the computation requires to transform the signal through 3D-
DCT. Furthermore, due to this 3D transformation, the data
activity is a GoP-based measure, meaning that a constant
value is obtained for the duration of a GoP. Consequently,
it is not adapted to detect shot changes scenarios inside a
GoP.

Although the trade-off betweenGoP-size and complexity
cost for SoftCast was briefly discussed in [18], no proposal
was made to find an optimal GoP-size according to the trans-
mitted content. By optimal, we mean the GoP-size that opti-
mizes the trade-off between received quality and complexity
cost. Despite, some adaptive GoP-size solutions for conven-
tional standards (e.g., H.264/AVC, H.264/SVC) or Wyner-
Ziv codec already exist [19–21] they cannot be directly ap-
plied to SoftCast. Indeed, different from conventional ap-
proaches that rely on motion estimation/compensation and
entropy coding, SoftCast uses a temporal DCT to exploit
inter-frame correlation and a pseudo-analog modulation for
transmission. Since both are performed in a very different
way than conventional approaches, adaptation of the GoP-
size should be studied in SoftCast-based schemes to opti-
mize performances.

3. The proposed AGCC-SoftCast scheme
In most of the linear video transmission related works,

only a fixed GoP-size usually equal to 8 or 16 frames is
used for performance assessment. Although some works
have already mentioned that adapting the GoP-size may im-
prove the received quality [13, 18], to the best of our knowl-
edge, this is the first attempt to propose an adaptive GoP-
size coding scheme for SoftCast that takes into account the
characteristics of the video content. Specifically, we pro-
pose anAdaptiveGoP-sizemechanism based onContent and
Cut detection for SoftCast (AGCC-SoftCast), which takes
into account the temporal fluctuations of the video. This
method significantly improves the performances of the Soft-
Cast scheme. Preliminary analyses are first carried out to
facilitate the introduction of the proposed method.
3.1. Preliminary Analysis

In this section, we examine the impact of the video con-
tent on the received quality for different GoP-sizes. To eval-
uate the amount of spatial and temporal information in a
video sequence, we use the Spatial Information (SI) and
Temporal Information (TI) indexes proposed by the ITU-T
[22], which are defined as follows

SI = maxtime{stdspace[Sobel(Fk(i, j))]}, (4)

TI = maxtime{stdspace[Fk(i, j) − Fk−1(i, j)]}, (5)
whereFk(i, j) represents the ktℎ frame, (i, j) the correspond-
ing spatial coordinates and Sobel() the Sobel filtering oper-
ation, respectively.

However, as mentioned in [23], due to the current defini-
tion that selects the highest value along the time axis, com-
puting the TI index for a video with relative slow motions
that contains cut(s) results in a high value. To avoid such
inconsistency, we choose to average the results over the se-
quence. The following new definitions are considered in the
rest of this paper instead of eq. (4) and eq. (5):

SI = meantime{stdspace[Sobel(Fk(i, j))]}, (6)
TI = meantime{stdspace[Fk(i, j) − Fk−1(i, j)]}. (7)

3.1.1. Simulation Setup
Video sources: Two commonly used video formats are

here considered: HD720p (1280 × 720 pixels, 60fps) and
CIF (352 × 288 pixels, 30fps). Only the luminance part of
the videos (from the Xiph collection [24]) is considered. The
process is performedGoP byGoP considering three different
fixedGoP-sizes: 8, 16 and 32 frames. EachCIF frame is split
into 64 chunks [14, 25] whereas each HD frame is split into
256 chunks as in [26, 27].

Wireless characteristics: Transmissions through Addi-
tive White Gaussian Noise channels (AWGN) with a CSNR
in the range of [0∼25dB] are considered. In addition, four
available channel bandwidth cases are used: Full, three-
quarter, half and quarter bandwidth. This corresponds to
CR=1, 0.75, 0.5 and 0.25, respectively.
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fixed GoP-size = 16. (d),(h): SoftCast fixed GoP-size = 32.

Evaluation Metrics: Two metrics widely used by the sci-
entific community are here considered: the PSNR [28] and
the SSIM. The latter [29] provides a quality index, which is
more correlated with the Human Visual System (HVS) [16].

In this section, we choose to show the results for the
Akiyo, Husky and Container CIF sequences as well as the
Johnny, Parkrun and ParkjoyHD sequences because of their
different spatio-temporal characteristics, as shown in Fig 3.
Similar results are obtained with other sequences. In order
to evaluate the fluctuations of the SI and TI indexes, Fig 3
also contains the minimum and maximum values of the SI,
TI represented by a horizontal and vertical bar, respectively.

3.1.2. Simulation results
Table 1 gives a summary of the received quality for the

selected video sequences. Results show that:
• A large GoP for video sequences with low spatio-

temporal activity (e.g., Akiyo or Johnny) gives the best
reconstructed quality video quality;

• In the opposite case, i.e., for content with strong
spatio-temporal activity like Husky, there is no inter-
est to increase the size of the GoP in terms of recon-
structed quality. This is even more true as the com-
plexity increases according toO(Klog(K))withK the
number of frames in a GoP [10, 30]. Using a small
GoP-size allows to reduce the complexity up to 40%;
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Table 1
Table of the resulting PSNR and SSIM scores for different GoP-size and different CSNR with CR = 1 (no compression)
and CR=0.25 (75% of discarded coefficients).

Simulation Setup

CSNR(dB)
0 10 20

PSNR(dB) SSIM PSNR(dB) SSIM PSNR(dB) SSIM

G
oP

-s
iz
e
=

8 C
R
=
1

Akiyo 36.27 0.875 45.06 0.977 53.77 0.996
Container 30.11 0.781 39.17 0.956 48.55 0.994
Husky 20.56 0.671 28.62 0.912 38.26 0.987
Johnny 35.87 0.916 44.66 0.984 53.35 0.997
Parkjoy 24.71 0.672 32.83 0.903 42.41 0.986
Parkrun 24.53 0.738 32.83 0.935 42.42 0.992

C
R
=
0.
25

Akiyo 29.12 0.764 37.46 0.938 44.36 0.988
Container 25.66 0.628 33.93 0.883 41.42 0.977
Husky 18.02 0.476 21.44 0.726 22.50 0.804
Johnny 31.61 0.844 39.65 0.955 45.19 0.984
Parkjoy 22.11 0.545 26.54 0.781 28.16 0.876
Parkrun 21.58 0.603 26.90 0.840 29.18 0.921

G
oP

-s
iz
e
=

16 C
R
=
1

Akiyo 35.13 0.901 44.05 0.982 52.84 0.997
Container 31.57 0.821 40.61 0.967 49.84 0.996
Husky 20.60 0.671 28.66 0.912 38.29 0.987
Johnny 37.17 0.930 45.82 0.987 54.52 0.998
Parkjoy 24.84 0.676 32.95 0.905 42.52 0.987
Parkrun 24.89 0.750 33.17 0.939 42.75 0.992

C
R
=
0.
25

Akiyo 30.72 0.808 38.89 0.952 45.29 0.990
Container 27.09 0.677 35.41 0.908 42.71 0.982
Husky 18.09 0.477 21.43 0.725 22.45 0.801
Johnny 33.07 0.869 40.83 0.963 45.77 0.985
Parkjoy 22.26 0.551 26.65 0.784 28.25 0.877
Parkrun 21.99 0.622 27.23 0.849 29.44 0.925

G
oP

-s
iz
e
=

32 C
R
=
1

Akiyo 36.27 0.917 45.06 0.985 53.77 0.998
Container 32.81 0.851 41.79 0.974 50.88 0.996
Husky 20.61 0.671 28.65 0.912 38.29 0.987
Johnny 38.13 0.939 46.67 0.988 55.53 0.998
Parkjoy 24.88 0.676 32.97 0.905 42.55 0.987
Parkrun 25.01 0.753 33.26 0.939 42.84 0.992

C
R
=
0.
25

Akiyo 31.99 0.839 39.97 0.961 45.85 0.991
Container 28.34 0.717 36.65 0.927 43.64 0.985
Husky 18.11 0.476 21.36 0.721 22.35 0.796
Johnny 34.21 0.886 41.70 0.967 46.11 0.986
Parkjoy 22.31 0.552 26.66 0.783 28.24 0.875
Parkrun 22.17 0.629 27.27 0.850 29.37 0.924

• An optimal GoP-size that either maximizes the re-
ceived quality scores or minimizes the complexity
cost can be chosen for each sequence. In this work,
we fix an informal threshold of 0.4dB to decide the
optimal GoP-size as the MPEG committee considers
that a difference of 0.5dB is visually noticeable [31].
The results of the selected GoP-size are indicated in
bold. According to these results, we note that the TI
index prevails over the SI one for the optimal GoP-size
choice (e.g. the GoP-size=32 gives the best results for
both Akiyo and Container video sequences, whereas
strong SI differences exist between them);

• Likewise, we note that the CSNR value and CR level
applied do not influence the GoP-size selection.

Fig. 4 gives a visual comparison between the recon-
structed images for different GoP-size configurations and a
CSNR = 0dB, hence validating the conclusion made above.
The low PSNR and SSIM scores may catch the attention of
the readers, however, we recall that in such channel qual-
ity (CSNR=0dB), classical standards (e.g. H.264/AVC) of-
fer worse visual quality and may suffer glitches due to se-
vere decoding errors. In contrast, SoftCast can deal with any
channel quality, even unreliable ones, by delivering low but
acceptable video quality [10].

Finally, a global synthesis for all the videos is shown in
Trioux et al.: Revised Version Submitted to Signal Processing: Image Communication Page 5 of 17
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Figure 5: Illustration of the optimal GoP-size and resulting data activity H over spatio-temporal indexes for the selected CIF and
HD video sequences. Red and blue dots correspond to the average values of the SI, TI indexes for the CIF and HD sequences,
respectively. The label of each dot refers to the following couple data: <Video name, Optimal GoP-size, Activity H>.
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Figure 6: Illustration of the instantaneous temporal index fluc-
tuations of the Parkrun video sequence.

Fig. 5 where each label indicates the video used, the opti-
mal GoP-size as well as the resulting data activity H [13]
as follows <video name, optimal GoP-size, activityH>. At
a first glance, one may first establish TI thresholds (dashed
lines) based on a straight assessment to classify the videos
(e.g., choosing 9 and 25 as thresholds). However, mismatch
for some sequences can be identified (e.g. Parkrun). This
is due to the fact that choosing only one GoP-size for the
whole sequence is insufficient due to huge temporal index
fluctuations (as observed with the instantaneous TI index in
Fig. 6). The instantaneous TI index is denoted by �FD(k),where �FD(k) = stdspace[Fk(i, j) − Fk−1(i, j)]. The index
fluctuations are important and choosing only one optimal
GoP-size for the whole sequence is insufficient. An optimal
GoP-size = 8 can be chosen for the first 336 frames whereas
a GoP-size = 32 is selected for the remaining frames to get
the best reconstructed quality. To overcome this issue, we
propose to locally adapt the GoP-size according to the tem-
poral fluctuations. We define a local arithmetic mean TImeanover the instantaneous TI index values that will be compared
to thresholds. This local mean is evaluated each 8 frames.

Since initial thresholds are based on average results over
the whole sequence, their values need to be updated and re-

Table 2
Look-up table for the GoP-size adaptation based on
threshold over the TImean indexes.

TImean threshold Optimal GoP-size

TImean ≤12 32
12<TImean<27 16
TImean ≥27 8

fined. In this paper, we consider empirical frame by frame
analysis performed over all the sequences in Fig. 5 to fix
them. These new thresholds values (12 and 27) are reported
in Table 2 and visible in solid lines in Fig. 5. We note that
these thresholds has been successfully tested on other video
sequences (class B and C of the JCT-VC, used by the MPEG
committee for the standardization of HEVC [32]) showing
the validity of the proposed thresholds.

According to the look-up table (Table 2) and the result-
ing TImean value, the buffer whose size ranges between 8 and32 frames is either emptied or filled. We choose 8 frames
for each local mean computation to avoid a constant delay
of 32 frames (one second for CIF sequence) before starting
the encoding process. Therefore, the delay is reduced peri-
odically to only 8 frames. For instance, if the TImean valueover 8 frames is already greater than 27, we consider that
these frames will not be part of a GoP of 16 or 32 frames
even if the 8 next frames have a low TImean value (≤12). Incontrast, when the TImean value is lower than 27, the frames
remain in the analysis buffer. In such cases, The TImean valueis updated by considering 8 additional frames for the compu-
tation. The maximum number of frames that can be stored
in the buffer is 32 as it is the largest selected GoP.

As stated in Section 2, we note that proposing an adap-
tation based on a threshold over the data activity H is not
really adequate (e.g. Mobile and Bus have similar average
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value of H , however their optimal GoP-size is respectively
set to 16 and 8 frames). The data activity is actually a mea-
sure of the diversity in signal energy distribution [13] after
3D-DCT in a GoP, (i.e., after spatial and temporal decorrela-
tion) whereas the instantaneous TI index gives a measure of
the difference between two consecutive frames. Even though
such adaptive GoP-size solution based onH value was pro-
posed, it would require to first transform the video signal
multiple times through 3D-DCT before finding the lowest
activity. In contrast, our method, based on a frame difference
measure actually gives a hint on the ability to decorrelate the
signal across the temporal axis (a low �FD value means small
temporal differences, therefore the signal can be well decor-
related after temporal DCT). By using the instantaneous TI
values, we are able to predict the possible reduction of H ,
without having to calculate it. This reduction leads to an im-
provement of the reconstructed PSNR according to eq. (3)
that is constant regardless of the CSNR value.

In this preliminary analysis, we showed that depending
on the video characteristics, switching the GoP-size is an
efficient way either to improve the quality at the receiver
side or to decrease complexity while offering similar per-
formances. However, we noticed that when a compression
is applied over a sequence that contains shot changes or
cuts (e.g. advertisement, movie/trailer and sports events),
switching the GoP-size is not sufficient and may lead to sub-
optimal results. In the presence of shot changes and when
the bandwidth is limited, SoftCast performs poorly leading
to an annoying artifact: a ghost effect between the two dif-
ferent shots. This phenomenon is introduced and explained
in the next section.
3.2. Ghost Effect Analysis

As shown in Fig. 7, the ghost effect is characterized by
a superposition of the edges (high frequencies) between the
frames before and after the cut. An analogous phenomenon
known as cross-fade effect or transparency effect has been
noticed in [33, 34] in a 3D-DCT block-based compression
context. Despite some solutions to reduce the cross-fade ef-
fect were given, they are always related to a trade-off be-
tween the cross-fade effect reduction and the bitrate increase.
The authors in [35] also noticed the transparency effect in
a so-called accordion JPEG2000 (ACC-JPEG2000) scheme
and used a change detection module based on local com-
parison to avoid it. However, no further details were given
regarding the change detection module. Furthermore, in all
of these works no theoretical clarification was introduced.

To analyze the origin of the ghost effect phenomenon,
we use the linearity and separability properties of the DCT
as shown in Fig. 8. Without loss of generality, we focus
on a temporal DCT over 4 frames on a same spatial coor-
dinates (i, j). For ease of notation, indexes (i, j) are omitted
hereafter. Let us first denote x = [y1, y2, z3, z4] the vectorrepresenting either pixels or 2D-DCT coefficients across the
temporal direction at the same spatial coordinates (i, j). The
coefficients [y1, y2] and [z3, z4] represent two different videosequences, respectively. By using the separibility we define

(a) Original Frame No.89 (b) Original Frame No.90

(c) Reconstructed Frame No.89 (d) Reconstructed Frame No.90

Figure 7: Ghost effect phenomenon, CR = 0.25, GoP-size=8.
First row: Original frame No.89-90 of the Tennis sequence.
Second row: Reconstructed frame after compression process
(no transmission).

first x Δ
= y + z

Δ
=

[

y1, y2, 0, 0
]

+
[

0, 0, z3, z4
]. Likewise,

let us denote by X, Y ,Z, the DCT of x, y and z. Using the
linearity property of the DCT, we have X = Y +Z.

After the compression process illustrated in red in Fig. 8
(e.g. CR=0.5), the discarded components are replaced by
null values, the corresponding new vectors are denoted by
X̃, Ỹ , and Z̃. Using the inverse 1D-DCT process, we obtain
the final vector x̃ = DCT−1(X̃) = DCT−1 {Ỹ + Z̃}. In the
same way, by considering each sequence individually, we
have ỹ = DCT−1 {Ỹ } and z̃ = DCT−1 {Z̃}. Obviously, we
have x̃ = ỹ + z̃ since X̃ = Ỹ + Z̃.

As demonstrated, each reconstructed pixel or 2D-DCT
coefficient is actually an addition of the disturbed compo-
nents of ỹ and z̃. The remaining information contained in
each of the sequence after compression has been respectively
spread across the four components after the inverse temporal
1D-DCT. This results in the ghost effect phenomenon when
considering the whole frame.

Based on the results obtained in Section 3.1 and Sec-
tion 3.2, we present in the following section, an original ex-
tension of the SoftCast scheme. First, an Adaptive GoP-size
mechanism based on Content and Cut detection for Soft-
Cast (AGCC-SoftCast) is proposed. This solution adjusts
the GoP-size based on the Temporal Information index of
the video content, and avoids the ghost effect phenomenon
by using a scene change detection process. Nevertheless, in-
creasing the GoP-size may lead to excessive complexity and
hardware requirements (memory, processor). This may not
be compatible with all applications, even though it is well
known that conventional video coders are much more com-
plex than SoftCast due to motion estimation/compensation
[36]. Still, an alternative method based on the cut detec-
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Figure 8: Illustration of the ghost effect phenomenon in the
one-dimensional case considering 4 frames. a) and a’) Vector
of either pixels or 2D-DCT coefficients. b) and b’) Resulting
coefficients after temporal 1D-DCT; compression process in
red. c) and c’) Reconstructed coefficients after inverse 1D-
DCT. The steps denoted by ’) use the linearity property of the
DCT.

tion only (AGCut-SoftCast) is also proposed for resources-
limited applications. These two proposed methods are de-
tailed hereafter.
3.3. Description of the proposed algorithms

As observed in Section 3.1, the TI index prevails over
the SI one for the choice of the optimal GoP-size. Further-
more, the computation of the SI index requires to apply the
Sobel operator for each frame, which is time and computa-
tion consuming. Consequently, the proposed methods only
consider the instantaneous TI index, which is simply based
on a frame difference measure.
3.3.1. Cut detection process

The first step of the AGCC-SoftCast algorithm consists
in cut detection. The cut detection process is based on the
instantaneous TI index �FD(k) introduced in Section 3.1.2.
The instantaneous TI index takes a high value when a shot
change occurs. However, high �FD(k) values may also arise
due to rapid changes in a single shot (e.g., sports content). In
order to avoid false detection, a moving average (TImov(k))is performed over the instantaneous TI values with a sliding
window of 7 frames. Then, for each frame, the correspond-
ing TImov(k) value is subtracted from �FD(k). The resultingsignal is compared to a fixed threshold in order to detect the
cuts’ position. Based on extensive simulations, we set the
threshold to a value of 10 to ensure a proper detection. An
example of the cut detection process is given in Fig. 9. Here,
the shot changes appear at frame numbers 90 and 149 and are
perfectly detected by the proposed solutions.

We showed in Section 3.2 that the cut detection process
is of paramount importance in a SoftCast context to avoid the
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Figure 9: Example of the cut detection based on TI index for
the Tennis sequence (cut on frames No.90, 149).

ghost effect phenomenon related to shot changes. Such shot
changes may appear anywhere inside the video. Therefore,
it is necessary to adapt the GoP-size around the cuts’ posi-
tion. In the case of the AGCut solution, the GoP-size has to
be adjusted only at the cut boundaries; elsewhere it is fixed
and chosen equal to 8, 16 or 32 frames, depending on the
available hardware resources as well as application require-
ments. In the case of the AGCC scheme, the GoP-size is
adapted inside a shot as discussed in Section 3.1.2. This ad-
ditional shot based GoP-size adaptation allows to fully ben-
efit from the decorrelation properties of the 3D-DCT. The
resulting AGCC and AGCut GoP-size decomposition is de-
scribed hereafter.
3.3.2. GoP-size decomposition

In what follows, we reasonably assume that at least 8
frames separate two consecutive cuts. Let us first consider
the AGCut method, based on GoP-size of 8 frames. The re-
sulting GoP-size after cut detection ranges between 9 and
15 frames. The AGCut method requires a reasonable buffer
of 15 frames that induces a maximum resulting delay of 15
frames (e.g., half a second for 30fps video sequence). Of
course, depending on the hardware capacities and the tar-
geted delay, the GoP-size basis can be extended to 16 or
32 frames. Finally, the AGCC method allows to adapt dy-
namically the GoP-size inside a shot, hence offering the best
trade-off between visual quality improvement and complex-
ity cost. In that case, the GoP-size may vary between 8 and
39 frames.

Fig. 10 summarizes the different approaches described
above. In this figure, a shot change happens between two se-
quences. For instance and without loss of generality, let us
assume that the sequence A and B correspond respectively to
the Akiyo and Husky sequences. With the classical SoftCast
scheme, the cuts as well as the characteristics of the video
are not taken into account. However, with the proposed cut
detection method (AGCut-SoftCast), the last GoP-size for
both sequences consists of 8 +N1 frames due to the cut de-
tection. N1 denotes the cut’s position that ranges between 1and 7 assuming that at least 8 frames separate two consec-
utive cuts. In addition, intra-shot local GoP-size adaptation
is performed in the AGCC-SoftCast extension, resulting in
a last GoP of 32 +N1 and 8 +N1 frames for the Akiyo and
Husky sequences, respectively.
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Figure 10: Illustration of the proposed adaptive GoP-size methods.

Table 3
Characteristics of the Mixed video test sequences

MixedCIF video sequence

Subsequence
Number of frames,

(Resulting AGCC decomposition)

News 30, (30)
Husky 22, (8+14)
Mother 64, (2x32)
Stefan 40, (2x8+24)
Australia 64, (2x32)
Akiyo 70, (32+38)
Container 66, (32+34)
Mobile 31, (16+15)
Foreman 54, (32+22)
Football 39, (3x8+15)

MixedHD video sequence

Subsequence
Number of frames,

(Resulting AGCC decomposition)

Parkjoy 75, (8x8+11)
Johnny 94, (2x32+30)
In to tree 97, (2x32+33)
Parkrun 71, (7x8+15)
Kristen and Sara 125, (3x32+29)
Shields 105, (6x16+9)
Vidyo3 88, (2x32+24)
Parkrun* 69, (32+37)
Stockholm 76, (4x16+12)

4. Simulation results
The simulation setup remains mostly the same as the one

used in Section 3.1. The changes only concern the video
sequences which are described below:

Video sources: Two mixed video sequences are ran-
domly generated in this section to evaluate the proposed ex-
tension. They are denoted by MixedCIF and MixedHD se-
quences, respectively. The sequences used as well as the
resulting number of frames for each sequence are given in
Table 3. They have been chosen to cover a large portion of
the SI, TI map (see Fig. 3 in Section 3.1). We note that two
parts of Parkrun have been incorporated for the MixedHDsequence. This is to illustrate the possible temporal fluctua-
tions inside a same sequence as previously shown in Fig. 6.
Specifically, the first 71 frames are used as well as 69 others
corresponding to the end of the video (frames No.400∼469

denoted by Parkrun*).
Finally, the resulting AGCC GoP-size decomposition is

also given in brackets in Table 3. As observed, both cuts
and temporal fluctuations are perfectly detected: For each
subsequence, the optimal GoP-sizes are found and the last
one is adjusted to avoid the ghost effect.

The proposed methods are compared with the classical
SoftCast scheme assuming three standards and fixed GoP-
sizes (8, 16 and 32 frames) [8, 13, 14].
4.1. Frame by frame analysis
4.1.1. Full transmission

Fig. 11 and Fig. 12 represent the per frame evolution of
the PSNR and SSIM scores considering no bandwidth re-
striction, i.e., CR=1. Vertical dashed lines represent the
cuts’ position. We choose here an intermediate CSNR
(CSNR=15dB). Similar results for other CSNR values are
obtained. Regardless of the metric used, results show that:

• As explained by Xiong et al. [13] in Section 2, un-
der the same channel conditions, the received quality
directly depends on the data activity H (see eq. (3)).
Therefore, one video containing high temporal fluctu-
ations (e.g., Husky) is more difficult to transmit than
a video with low temporal fluctuations (e.g., Akiyo)
resulting in a lower reconstructed quality;

• As explained in Section 3.1, for the video with low
spatio-temporal activity (e.g., Container), a large GoP
allows to obtain a better reconstructed quality at the
receiver side. In the opposite case, (i.e.,Husky), using
a small GoP-size allows to reduce the complexity with
a comparable received quality;

• Even without the ghost effect phenomenon (since
CR=1), we observe that the PSNR may become sub-
optimal for fixed GoP-size solutions. This is partic-
ularly noticeable for the News sequence, where the
optimal GoP-size should be 32 frames (blue curve).
Furthermore, using fixed GoP-size method leads to
drastic quality fluctuations (e.g. the blue curve for the
Mother sequence). In contrast, the proposed methods
AGCut-SoftCast and AGCC-SoftCast provide a qual-
ity that stays relatively constant for each subsequence;

• The proposed method AGCC-SoftCast mostly pro-
vides the best received quality since it benefits from
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Figure 11: PSNRdB per frame for the MixedCIF sequence, CSNR=15dB, CR=1 (no compression applied).
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Figure 12: SSIM per frame for the MixedCIF sequence, CSNR=15dB, CR=1 (no compression applied).
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Figure 13: Data Activity H per GoP expressed in decibels for the MixedCIF sequence.

both cut and content detection processes. However,
readers may notice some frames where the quality
given by the fixed GoP-size solutions is better.

We give clarifications about the two last itemsmentioned
above. To do so, we use eq. (2) proposed by Xiong et al.
Fig. 13 represents the data activityH expressed in decibels
as used in eq. (3) and displayed in Fig. 13. We first recall
that a low value means that the received quality (in terms of
PSNR) will be higher since it is subtracted from c + CSNR
with c=20log10(255). We also recall that as observed in the
figure, H is constant over a GoP since it is an indicator of

the received quality at the GoP level (due to 3D-DCT).
As observed, for a shot transition, when a fixed GoP is

used, the resulting data activity is actually a mix of the two
activities of the videos during the GoP that contains the cut.
Therefore, for the fixed GoP-size = 32 frames (blue curve),
the data activity of News (30 frames) and Husky sequences
(2 frames) are mixed together, resulting in an intermediate
value. This mix is beneficial for the 2 first frames ofHusky as
it increases the received quality as shown in Fig. 11, Fig. 12
and Fig. 13. However, it drastically reduces the visual qual-
ity of the 30 frames of the News sequence. Even if the fixed
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Figure 14: PSNRdB per frame for the MixedCIF sequence, CSNR=15dB, CR=0.25 (75% of discarded coefficients).
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Figure 15: SSIM per frame for the MixedCIF sequence, CSNR=15dB, CR=0.25 (75% of discarded coefficients).

GoP-size solution gives sometimes better results, it causes
a drastic loss of quality for low TI content and works only
when the GoP contains a cut.
4.1.2. Bandwidth-constrained transmission

The bandwidth-constrained environments are now con-
sidered in Fig. 14 and Fig. 15, where 75% of the coefficients
are discarded (CR=0.25). Results show that:

• The occasional quality improvements obtained for the
fixed GoP-size methods at the cut boundaries are
greatly attenuated since the ghost effect appears;

• The ghost effect is spread along the duration of the
GoP. Therefore, shot changes must be taken into ac-
count as a larger GoP increases the duration of the
disturbed frames.

A synthesis of the PSNR and SSIM scores for each sub-
sequence is available in Table 4. The two best quality scores
per subsequence have been highlighted as well as the gains
between the proposed AGCC-SoftCast method and the fixed
GoP-size of 16 or 32 frames. In addition, the �PSNR scores
are computed to evaluate the PSNR fluctuations inside each
subsequence. Indeed, numerous studies [20, 37, 38] reported
that the quality fluctuations are annoying for the user and
should be considered as an index of the reconstructed qual-
ity as well.

The �PSNR score is defined as

�PSNR =

√

√

√

√
1
F

F
∑

k=1
(PSNRk − PSNRavg)2, (8)

where F represents the number of frames in the consid-
ered subsequence, PSNRk and PSNRavg are respectively the
PSNR score of the ktℎ frame and the average PSNR score
over the considered subsequence.

As shown in this table:
• The proposed solutions guarantee a better overall

quality with limited PSNR fluctuations compared to
the classical fixed GoP-size solutions. Regardless of
the compression applied, the �PSNR scores for the
AGCC-SoftCast and AGCut-SoftCast extensions al-
ways remain below 1dB in average;

• In contrast, for the fixedGoP-size solutions, large fluc-
tuations about 2.5-3.5dB and up to 6dB are observed
due to mix between sequences inside a GoP;

• It is interesting to note that the proposed AGCut-
SoftCast method (based on GoP-size of 8 frames)
globally performs better than the fixed GoP of 32
frames according to visual quality scores for the same
reason mentioned above;

Trioux et al.: Revised Version Submitted to Signal Processing: Image Communication Page 11 of 17



Temporal Information based GoP Adaptation for Linear Video Delivery schemes

Table 4
Table of the resulting PSNR, �PSNR and SSIM scores for the MixedCIF sequence, for a CSNR=15dB and considering different
GoP-size configurations and compression ratios: CR = 1; CR = 0.25.

Simulation Setup
Piece of video sequence

News Husky Mother Stefan Australia Akiyo Container Mobile Foreman Football

C
SN

R
=
15
dB

C
R
=
1

P
SN

R
(d
B
)

GoP-size=8 41.17 33.66 44.16 38.89 45.09 46.52 42.55 35.99 41.43 39.34
GoP-size=16 41.17 33.86 43.18 38.84 45.18 47.59 43.05 36.41 41.03 39.62
GoP-size=32 41.16 34.33 40.43 39.53 44.98 48.62 43.45 36.57 40.71 39.80
AGCut 44.35 33.51 48.31 38.70 46.14 47.49 43.95 36.05 42.62 39.45
AGCC 46.19 33.51 49.87 38.81 47.09 49.58 46.53 36.24 43.12 39.43
Gain AGCC/16 5.01 -0.35 6.69 -0.03 1.92 1.99 3.48 -0.17 2.08 -0.19
Gain AGCC/32 5.03 -0.82 9.44 -0.73 2.12 0.96 3.09 -0.33 2.40 -0.37

� P
S
N

R
(d
B
) GoP-size=8 2.93 0.77 3.75 1.17 1.76 1.51 1.93 0.69 1.64 0.81

GoP-size=16 3.11 1.32 4.83 0.77 1.85 1.61 2.44 0.81 1.66 0.63
GoP-size=32 0.20 1.06 6.11 0.87 1.85 1.59 2.57 1.02 0.28 0.38
AGCut 0.67 0.52 0.79 1.28 0.88 0.73 0.46 0.61 0.52 0.79
AGCC 0.29 0.52 0.78 0.96 0.69 0.35 0.44 0.52 0.35 0.77

SS
IM

GoP-size=8 0.968 0.964 0.982 0.966 0.983 0.990 0.979 0.957 0.973 0.975
GoP-size=16 0.967 0.965 0.976 0.966 0.983 0.991 0.981 0.960 0.970 0.976
GoP-size=32 0.966 0.968 0.957 0.971 0.982 0.993 0.983 0.962 0.968 0.977
AGCut 0.985 0.963 0.993 0.965 0.987 0.991 0.984 0.956 0.980 0.975
AGCC 0.989 0.963 0.995 0.965 0.989 0.994 0.991 0.958 0.981 0.975
Gain AGCC/16 0.023 -0.003 0.019 -0.001 0.005 0.003 0.009 -0.003 0.011 -0.001
Gain AGCC/32 0.024 -0.006 0.038 -0.006 0.006 0.001 0.008 -0.004 0.013 -0.001

C
SN

R
=
15
dB

C
R
=
0.
25

P
SN

R
(d
B
)

GoP-size=8 34.63 22.63 38.37 30.23 38.22 40.53 36.47 26.89 33.73 31.01
GoP-size=16 34.97 22.63 37.27 29.90 38.21 41.47 36.66 27.36 33.49 31.12
GoP-size=32 35.09 22.72 35.32 30.10 38.12 42.26 37.00 27.49 33.18 31.18
AGCut 38.17 22.79 42.17 30.18 39.16 41.57 38.17 27.39 34.76 31.06
AGCC 39.78 22.79 43.35 30.18 39.61 43.50 40.81 27.72 34.93 31.06
Gain AGCC/16 4.81 0.15 6.07 0.27 1.40 2.03 4.16 0.36 1.44 -0.06
Gain AGCC/32 4.69 0.07 8.02 0.07 1.48 1.24 3.82 0.23 1.75 -0.11

� P
S
N

R
(d
B
) GoP-size=8 3.18 0.94 3.65 1.63 1.72 1.72 2.19 0.58 1.36 1.23

GoP-size=16 3.12 1.11 4.66 1.43 1.70 1.88 2.83 0.73 1.16 1.16
GoP-size=32 1.74 1.13 5.53 1.31 1.58 1.98 2.95 0.78 0.65 0.91
AGCut 0.80 0.88 1.10 1.83 1.08 0.91 0.48 0.38 0.73 1.21
AGCC 0.46 0.89 1.07 1.60 0.99 0.80 0.48 0.32 0.59 1.21

SS
IM

GoP-size=8 0.910 0.808 0.946 0.896 0.947 0.968 0.935 0.852 0.898 0.894
GoP-size=16 0.908 0.808 0.928 0.892 0.947 0.974 0.940 0.862 0.888 0.896
GoP-size=32 0.906 0.812 0.895 0.900 0.946 0.978 0.946 0.864 0.881 0.895
AGCut 0.953 0.812 0.974 0.893 0.958 0.974 0.948 0.858 0.918 0.895
AGCC 0.967 0.812 0.979 0.893 0.963 0.983 0.969 0.864 0.919 0.895
Gain AGCC/16 0.059 0.003 0.051 0.001 0.017 0.009 0.028 0.002 0.031 -0.001
Gain AGCC/32 0.060 -0.001 0.084 -0.007 0.017 0.005 0.023 0.000 0.039 0.000

• The obtained SSIM gains have relatively low numer-
ical values. This is due to the limited dynamic of the
metric at high quality level (for CSNR>15dB, SSIM
scores are already >0.97). Nevertheless, we observe
PSNR gains up to 8dB depending on the transmit-
ted video content and the fixed GoP-size considered,
showing the improvement of the received quality;

• As an additional performance indicator, we evaluate
the time percentage during which the video quality
obtained with the proposed AGCC-SoftCast method
is better or equal than the fixed GoP-size method. We
use the informal PSNR threshold of ±0.4dB [31] to

decide whether the video is better, equal or lower in
terms of reconstructed quality. In comparison to the
fixed GoP-size of 32 frames, the proposed AGCC-
SoftCast performs better for more than 82% and 72%
of the time for the MixedCIF and MixedHD sequences,
respectively. These percentages increase up to 89%
as the CR decreases due to ghost effect appearance.
These percentages range between 90% to 94% when
considering the fixed GoP-size = 16, showing the ef-
fectiveness of the proposed AGCC extension.
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Figure 16: Average quality scores vs CSNR. First column: PSNR results. Second column: SSIM results. First row: CR=1.
Second row: CR=0,25.

4.2. Global performances
To better see the contribution of the proposed approaches

and the difference between the fixed GoP-size methods, the
average PSNR and SSIM scores are displayed over a large
range of CSNR (0∼25dB) in Fig. 16. Regardless of the com-
pression ratio applied, results show that:

• The proposed methods always provide better average
results than the classical SoftCast scheme with fixed
GoP-size. The average gain is about 1dB in terms of
PSNR score and 0.05 in terms of SSIM index;

• We note that the improvement of the SSIM index is
higher for low CSNR values (up to 0.1). At high
CSNR values, the noise becomes insignificant thus,
the received video quality approaches the maximum
quality that is available after compression;

• When a compression ratio is applied, as shown in the
bottom left figure in Fig. 16, the linearity of SoftCast is
broken due to unrecoverable loss of information. This
phenomenon is known as the levelling-off effect [5];

• Since the shot changes have not been considered in
the fixed GoP-size scenarios, the quality improve-
ment behaviors between 8, 16 and 32 frames previ-
ously observed in Section 3.1 become here insignifi-
cant (<0.5dB), showing the effectiveness of the pro-
posed methods.

4.3. Visual comparison
A visual comparison is given in Fig. 17 and Fig. 18 to

evaluate the reconstructed frames for different methods. Due
to space limitations, only the CIF sequences results are dis-
played. The fixed GoP-size of 32 frames is chosen as refer-
ence since it usually gives the best performances [13]. The

GoP-size basis used for AGCut-SoftCast is 8 frames. In
the present case, we choose an intermediate channel quality
(CSNR = 15dB). Similar conclusions are obtained for other
CSNR values and for the MixedHD sequence.
4.3.1. Full transmission

We first compare the results considering no bandwidth
restriction (Fig. 17). The middle rows represent one cut
boundary of the MixedCIF (frames No.388-389). As ob-
served, the proposed methods give better results for the low
TI content (i.e., Container). However, as explained before,
the fixed GoP-size benefits from the Container sequence to
improve a few frames of theMobile sequence. To show that
this effect only depends on the duration of the GoP contain-
ing a cut, we also display in the first and fourth rows, the re-
sults obtained for adjacent GoPs (i.e., 28tℎ frames before and
after the cut). As observed, the Container sequence suffers
from severe degradations and temporal fluctuations of qual-
ity (>10dB in terms of PSNR score) whereas the proposed
methods stay relatively constant. Since the total number of
frames for theMobile sequence equals 31 frames (randomly
generated number), there are not enough frames to encode
a GoP of 32 frames without including shot changes. There-
fore, the frame No.417 also benefits from the low TI content
of the next video i.e., Foreman, explaining the fact that both
frames No.389 and 417 have higher received quality than the
proposed methods.
4.3.2. Bandwidth-constrained transmission

When the available bandwidth for transmission is lim-
ited (Fig. 18, CR=0.25), we can clearly observe that the
classical SoftCast gives the lowest received video quality,
regardless of the GoP-size considered. In contrast, the pro-
posed extensions achieve better video quality under the same
channel characteristics. The PSNR difference between the
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Figure 17: Visual quality comparison at a CSNR = 15dB, CR = 1 for the MixedCIF sequence (Frames No.361, 388, 389, 417).
(a),(b),(c),(d): Frame No.361 = Container frame (28 frames before cut). (e),(f),(g),(h): Frame No.388 = Container frame
(last frame before cut). (i),(j),(k),(l): Frame No.389 = Mobile frame (first frame after cut). (m),(n),(o),(p): Frame No.417
= Mobile frame (28 frames after cut). (a),(e),(l),(m): Original frame. (b),(f),(j),(n): SoftCast fixed GoP-size of 32 frames.
(c),(g),(k),(o): AGCut-SoftCast (GoP-size basis = 8 frames). (d),(h),(l),(p): AGCC-SoftCast.

classical solutions and the proposed ones is up to 16dB in
terms of PSNR scores at the cut boundaries. When no cut
is detected, the AGCC-SoftCast and the fixed GoP-size of
32 frames perform similar since they are all based on GoP-
size of 32 frames. However, AGCC-SoftCast reduces peri-
odically the GoP-size to reduce the complexity, leaving the
hardware (processor, RAM, etc.) available for others tasks.

To evaluate the global complexity of the proposed meth-
ods we evaluate the amount of GoP per GoP-size needed
to transmit the MixedCIF video sequence. We verified that

the proposed AGCut method represents a good trade-off be-
tween received quality and complexity cost since it mainly
uses GoP-size of 8 frames (52 GoP of 8 frames, 7 others
GoP-sizes ranges from 10 to 15). When hardware capacities
allow to use larger GoPs, then the proposed AGCC-SoftCast
extension gives the best reconstructed quality with a good
trade-off regarding complexity cost (7, 1, 10 and 9 GoPs of
respectively 32, 16, 8 and 14∼38 frames). We obtained sim-
ilar results for the MixedHD video sequence.

The results presented in this section clearly underline the
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Temporal Information based GoP Adaptation for Linear Video Delivery schemes

Original Frame SoftCast GoP-size=32 AGCut-SoftCast AGCC-SoftCast
Fr

am
e

N
o.

36
1

(a) (b)PSNR=41.05dB, SSIM=0.969 (c)PSNR=38.19dB, SSIM=0.947 (d)PSNR=41.11dB, SSIM=0.970

Fr
am

e
N

o.
38

8

(e) (f) PSNR=25.82dB, SSIM=0.627 (g)PSNR=37.74dB, SSIM=0.934 (h)PSNR=39.34dB, SSIM=0.957

Fr
am

e
N

o.
38

9

(i) (j) PSNR=24.44dB, SSIM=0.790 (k)PSNR=27.18dB, SSIM=0.838 (l) PSNR=27.57dB, SSIM=0.846

Fr
am

e
N

o.
41

7

(m) (n)PSNR=27.40dB, SSIM=0.875 (o)PSNR=27.80dB, SSIM=0.861 (p)PSNR=27.81dB, SSIM=0.862

Figure 18: Visual quality comparison at a CSNR = 15dB, CR = 0.25 for the MixedCIF sequence (Frames No.361, 388, 389,
417). (a),(b),(c),(d): Frame No.361 = Container frame (28 frames before cut). (e),(f),(g),(h): Frame No.388 = Container
frame (last frame before cut). (i),(j),(k),(l): Frame No.389 = Mobile frame (first frame after cut). (m),(n),(o),(p): Frame
No.417 = Mobile frame (28 frames after cut). (a),(e),(l),(m): Original frame. (b),(f),(j),(n): SoftCast fixed GoP-size of 32
frames. (c),(g),(k),(o): AGCut-SoftCast (GoP-size basis = 8 frames). (d),(h),(l),(p): AGCC-SoftCast.

benefits of the two proposed methods. Regardless of the
channel conditions, the received quality is significantly im-
proved while quality fluctuations are greatly reduced.

5. Conclusion
In this work, we evaluate and optimize the performances

of the SoftCast scheme by analyzing the temporal fluctua-
tions of the transmitted video content. A first analysis shows
that, it is of paramount importance to take into account the

spatio-temporal characteristics of the video in a SoftCast
context. Depending on these characteristics, switching the
GoP-size is an efficient way to either improve the quality at
the receiver side or to decrease complexity while offering
similar performances. We also highlight the fact that using
a fixed GoP-size as classically done in a SoftCast context
leads to severe visual quality fluctuations (about 2.5-3.5dB
for the PSNR scores) as well as annoying ghost effect ar-
tifacts when the available bandwidth is limited. We show
that these impairments can be annihilated (ghost effect) or
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greatly reduced (quality fluctuations) by ensuring that no
GoP contains two different shots. Based on these results,
an extension of SoftCast is proposed namely, an Adaptive
GoP-size mechanism based on Content and Cut detection
for SoftCast (AGCC-SoftCast). For resources-limited ap-
plications, this mechanism is reduced to the cut detection
only (AGCut-SoftCast). An improvement in terms of PSNR
score up to 16 dB and up to 0.55 for SSIM score can be ob-
served with the proposed methods at the cut boundaries. In
addition, visual quality fluctuations are reduced under 1dB
in average, showing the effectiveness of the proposed meth-
ods. The proposed AGCut-SoftCast with a GoP-size basis
of 8 frames allows to maintains good performances while
reducing the complexity cost as well as the needed hard-
ware requirements. Finally, the AGCC method performs lo-
cal GoP-size adaptation inside a shot, hence offering the best
trade-off between visual quality improvement and complex-
ity cost with improvements in terms of PSNR scores up to
2.6dB compared to the AGCut-SoftCast solution.
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