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Abstract—Overlay networks are widely used for locating and such as their logarithmic scalability and their inhereriddal-
disseminating information by means of custom routing and ancing capabilities. These characteristics have beerictoes

forwarding on top of an underlying network. Distributed Hash especially advantageous for the support of emerging Future
Table (DHT) based overlays in particular, provide good scalability Intgrnet Zrchitectur%s In the contexr'zpof the relati\?el gelmi
and load balancing properties. However, these come at the cost : v

of inefficient routing, caused by the lack of adaptation to the Information-Centric Networking paradigm [2], the netwask
underlying network, as DHTs often overlook physical network responsible for locating and delivering the informationeats
proximity, administrative boundaries and/or inter-domain rout- requested by end-hosts, thus necessitating the avatijabfli
ing policies. In this paper we show how to construct a DHT-based a scalable name resolution service e.g., [3], [4], [5], [8],

overlay network that takes all these aspects into account, so &s gl C idering that th t b £ uni b
ease the global deployment of Future Internet architectures wich [8]. Considering that (a) the current number of unique we

require large-scale name resolution, such as Information-Centric Pages indexed by Google is greater than 1 trillion [9] and
Networking (ICN) and the Internet of Things (loT). Based on the that (b) billions [10], [11] of devices (mobile phones, serss
Pastry distributed object location and routing substrate and the home appliances etc.) will be offering additional contemt t
Canon paradigm for multi-level DHTs, we developed H-Pastry, f1,re networks, one should expect that in the context of
an overlay DHT scheme that harvests the scalability and load ’ . . .
balancing features of DHTS, while also adapting to the underlying _ICN’ a”Y name_ resolution _approach will hel‘ge to handle u_n'que
network topology, administrative structure and routing policies. Information objects (10s) in the order af)*>. Some studies
We evaluate the performance characteristics of the proposed raise this estimate even further 16'° [12]. But even beyond

scheme through an extensive set of detailed simulations overthe ICN paradigm, the current expectations for even up to 50
realistic_inter-network topologies. Our results show that H- pijinng of interconnected devices, i.e., sensors andaots,

Pastry substantially improves routing by reducing both overlay . I . -
path stretch (by up to 55%) and routing policy violations (by N the envisioned Internet of Things/Everything (I0T/IoEll

up to 70%), compared to the Canonical (multi-level) Chord for lookup services of corresponding scalability [11], J13
DHT. In addition, the design of H-Pastry keeps traffic within Even though DHTs present the desired scalability propertie
administrative boundaries as far as possible, reducing inter- for such a task, the resulting overlay routing is, in pritejp
domain ‘hops by up to 27% compared to Pastry, while also gqja)y hased on the logical organization of the overlay spde
creating excellent opportunities for the support of caching and . . L . .
multicast. often neglecting their location in the physical network.isTh
) ] ) translates to routing schemes that ignore one or more of the

Index Terms—Information-centric networking, Internet of = ¢} 15ing aspects: (i) physical network proximity, (ii) exnis-
Things, Name resolution, inter-domain, overlay, hierarchical, . . : ey . O
DHT, Pastry trative domain boundaries, (iii) inter-domain routmg_ ipas.
Several approaches, such as Pastry [14], take physicabrietw
proximity into account by incorporating proximity metrics
(e.g., hop count, RTT) in the overlay construction process.

Overlay networks are virtual networks formed by serveidowever, they do not consider administrative domain bound-
operating above the existing inter-networking infrastmue aries. The Canon paradigm takes DHT design one step further
i.e., their functionality is based on higher layers of thetpcol by enabling the construction of multi-level DHT-based deer
stack than those supported by the network layer, and they aatworks [15]. Canon enables the progressive merging of in-
be operated by third-parties [1]. Among several overlay nedividual DHT constructions, assuming a hierarchical gtrees
work designsDistributed Hash Table¢$DHTS) have attracted for the inter-domain topology. The resulting overlay netiven
considerable attention due to important structural achged, usually termedCanonical not only achieve scalability and

I. INTRODUCTION
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efficient load balancing, they also facilitate the deploptngf tention to the structure of the underlying inter-domainaeek
fault isolation and security mechanisms, effective cagland graph and the established inter-domain routing policiegh&
bandwidth utilization, hierarchical storage, and hienral best of our knowledge, this is the first work to investigate th
access control [15]. performance of DHT-based overlay routing in this contextr O
Nevertheless, even Canonical DHT designs present signifisults show that, by taking network proximity into account
cant inefficiencies. The Canon DHT merge process was illud-Pastry yields shorter overlay paths, reducing the peecei
trated based on the Chord DHT [16], yielding Crescendo [15jath stretch by approximately 50% (on average) compared
along with sketches of the Canonical versions of severtal Crescendo. At the same time, H-Pastry achieves a 67%
other DHT's, except Pastry. All these designs inherently needuction of inter-domain routing policy violations comgé
glect physical network proximity. To adress this issue, tie Crescendo (on average), and reduces inter-domain hops by
Crescendo (Prox.) variant offepoximity adaptationbased an average of 23% compared to Pastry, thus better respecting
on the creation of groups of densely connected nodes sharihg underlying administrative domain boundaries. Soméef t
the same prefix [15], [17]. However, proximity adaptation iperformance benefits of H-Pastry were previously invetdigja
not integrated in the overlay construction process and the[6], in the context of a direct comparison between lookup-
corresponding overhead in terms of signaling and routiagest by-name and route-by-name inter-domain name resolution
has not been investigated. Furthermore, the Canon approagstems for ICN. In this paper, we present the detailed desig
to multi-level DHTs was tailored to a strictly hierarchicalbf H-Pastry and further demonstrate the resulting perfocea
domain-level network structure, which limits its applidialp benefits with a comprehensive performance evaluation of H-
in the case of the Internet: as reported in [18], the increpsiPastry in comparison to other DHTSs.
number of peering relationships as well as multihoming, In the following, we first provide background information
result in an inter-domain graph that is not strictly hierafor Pastry and Canon, introducing their main features and
chical. These inter-domain relationships are not refledted highlighting the addressed inefficiencies (Section I1). then
the overlay structure, leading to routing policy violatioas proceed with a detailed description of the proposed design
further illustrated in Section 1V). This issue was addrdssé€Section IIl). In order to investigate the performance ehar
in [19] in a completely different networking context, whéhe acteristics of H-Pastry, we engaged in extensive simuiafio
DHT construction completely ignores the underlying rogtincomparing H-Pastry against alternative approaches ias; P
substrate, resulting in highly stretched paths. try, Chord and Crescendo. The results of the performance
As a result, overlay paths in currently available DHT desigrevaluation are presented in Section IV. Finally, we provide
tend to be considerably longer than their underlay couatésp a discussion on related approaches in Section V and conclude
often unnecessarily crossing administrative domain batied in Section VI.
and/or violating established inter-domain routing p@si
These facts actually constitute the basis of the polemic of Il. BACKGROUND
ISPs against overlays and “justify” their efforts in cutfin
off overlay traffic whenever possible (e.g. through firewall
deep packet inspection techniques etc.) [20]. Such ineffiis ~ In the Pastry DHT, every node is assigned, uniformly and
become of paramount importance when the supported servit@gdomly, a unique identifier (ID). Each ID is a 128-bit numbe
represent core network functionalities. In the context@RI (though other lengths may be used), handled as a sequence of
architectures and/or the envisioned IoT/IoE, access tdypey b-bit digits (¢ is a configuration parameter with a typical value
of information or device is expected to lead to increased vdlf 4). Given a message and a key, Pastry routes the message
umes of resolution trafficmagnifying the impact of inefficient to the node with the ID that is numerically closest to the key,
overlay paths on both the quality of experience (QOE) at tfie less thariog,, N steps, whereV is the number of nodes in
edge (e.g., name-resolution delays) and the overall atitim the DHT.
of resources inside the network. In this respect, the need fo The routing state of each Pastry node is organized in
a DHT design that presents both the highly desired scaabiltwo routing structures: th&®outing Tableand theLeaf Set
and load balancing properties, and efficient overlay paths t A Routing Table is organized ifz® rows, with each row
adapt to the structure of the underlying inter-domain neftwocontaining(2® — 1) entries. The entries at rowrefer to nodes
topology, becomes more than apparent. whose IDs share only the firgtdigits with the current node’s
To this end, in this paper, we preséfierarchical Pastry(H- ID (e.g., row0 contains node IDs that do not share any digit
Pastry), a multi-level DHT scheme that aims to bring togethwith the current node’s ID, row contains node IDs whose
the benefits of the Pastry DHT and the Canon approach, addfiigt digit is the same as the current node’s ID but the second
also support for multihoming and peering relationships. We different, and so on). The Leaf Set contajii$ entries for
explore the advantages of the proposed design, based onoges whose IDs are the numerically closest to the present

series of detailed packet-level simulations, paying pakir at- node’s identifier. The set is split in two parts with/2| entries
for numerically smaller IDs an¢lL/2| for numerically larger
LThis is due to both the high volume of information objects andais, and  1Ds. A typical value for|L| is 2°.
the lack of a hos_t—_centric mode of communication Where_ r_equﬂstslirectly A Pastry node routes a message with a Iké)as follows:
targeted to specific end-hosts (e.g., file requests from eifspeveb server), . .. v i . it K fall ithin th f th
which nevertheless allows for the seamless support of iwaerkt caching, initially it e)_(ammes if K fal _S within the range _0 the node
multicast forwarding and mobility [21]. IDs stored in the Leaf Set; if so, the message is forwarded to

A. Pastry
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the node with the ID closest t&, which is the destination

node. Otherwise, the Routing Table is used i.e., the message

is forwarded to a node that shares a common prefix \iith

and this prefix is at least one digit longer than the common

prefix of K and the current node’s ID.

During routing state creation and maintenance, Pastrystake

network locality into consideration i.e., among equallyakiu
fied candidate Routing Table entries, the one corresportding

the closest node in the network (with respect to the employed

proximity metric, e.g., hop count, RTT, etc.) is selectetisT

feature yields Pastry’short routesproperty and constitutes
one of the reasons for basing our work on Pastry. Additignall
according to Pastry’soute convergenceroperty, the distance

and peering relationships (see Section 1I-C). Reports from
CAIDA [25], research efforts in Internet cartography [26],
[27] and large measurement studies such as [18] indicate
that the Internet topology is evolving into a mesh graph
dominated by peering relationships. Moreover, multihom-
ing is a well established practice for traffic load balancing
and reliability. Both types of inter-domain relationships
introduce cycles in the tree-like domain level structure
of the internetwork, thus limiting the direct applicahyjlit

of the Canon paradigm. An extension was proposed
in [19] to address this issue, based on the insertion of
virtual domain nodes in the domain-level network graph.
The solution was proposed in the context ofclkean

traveled by two messages originating from two distinct sode
before their routes converge towards the same destination,
tends to be approximately equal to the distance between the
two source nodes in the proximity space [14], [22], [23].SThi

is a highly desirable feature for both mobility support [24]
and caching services[21]. It should be noted that this ptgpe .
stems from Pastry’s prefix based routing and is not available
in any other DHT design.

slate Internet architecture, assuming no availability of IP
services. However, the applicability of this approach for
the overlay level and, most importantly, its impact on
the policy compliance of overlay routing have not been
investigated.

To the best of our knowledge, the only Canonical DHT
design that attempts to consider physical network prox-
imity is Crescendo (Prox.) [17]. In this Chord variant,
nodes at the highest levels of the hierarchy are clustered
based on &-bit prefix of their identifier. Cluster members
are densely connected so as to allow routing between
them via a single hop, while links between clusters
are selected based on proximity. Overlay routing takes
place in two steps, first between clusters and then within
clusters. However, this scheme does not directly reflect
physical network proximity, as it mostly relies on the
dense connectivity inside clusters to reduce the length
of the overlay paths. Moreover, the size of the routing
state and the corresponding signaling overhead required
to support the dense overlay connectivity within clusters
have not been investigated.

o The Canon design assumes that only the leaf domains
of the hierarchical network graph contain nodes that take
part in the overlay network; cases where internal, higher
level domains also contain nodes that participate in the
overlay network are not addressed. This is an important
limitation when higher level domains represent distinct
administrative areas of the network (as in the Internet
inter-domain graph), rather than mere conceptual reflec-
tions of a single organization’s hierarchical structure.

B. Canon

The importance of adapting the DHT to the underlying net-
work structure was identified by Ganesatmal. in [15], where
the Canon DHT paradigm was proposed. Canon intervenes
in the construction process of a DHT in order to adapt it
to the hierarchical structure of the underlying inter-doma
topology. At the lowest level of this hierarchical procesach
domain creates its own DHT structure. At each higher level,
the DHT structures of sibling domains are merged so that a
single DHT is created. This process continues up to the kighe
level, where all individual DHT’s are merged into a single
overlay network. The purpose of this process is to satiséy th
following requirements:
« Requirement 1Convergence of inter-domain paths
All messages originating from a domaihand targeting
the same node located at a different domain should exit
A through the same node.
« Requirement 2Locality of intra-domain paths
All messages originating from a domaihand targeting
a node located in the same domain should never 4xit
In order to satisfy these requirements, the merging process
is based on the incremental refinement of the overlay routing
state while traversing the domain hierarchy towards tha#zeentC- Inter-domain routing
network structure. Specifically, a noden a domainA creates  Obviously, understanding inter-domain routing is a crlicia
and maintains a routing entry for a nodén a sibling domain factor in designing new Internet applications and/or inter
iff v's ID is closer tou's ID than any other node ID in domain domain protocols. Inter-domain routing follows the rogtin
A. relationships established through business agreememisdre
Although Canon succeeds in fulfilling the aforementioneflutonomous Systeni{&Ses). In general, provider ASes of-
requirements, it does not address a series of importargsssier transit traffic services to customer ASes. As a result,
« The Canon design assumes a strictly hierarchical undar-hierarchy ofprovider-to-customerelationships is formed
lying domain-level network graph. Though this assumpecursively, in which customers are charged by their direct
tion adheres to the organizational or the administratiy@oviders for connectivity and traffic transit servicestedt
structure of several types of networks (e.g., universitproviders are themselves customers of other provider ASes
corporate networks), it does not reflect more compleand so forth, up until the highest level of the hierarchy, wehe
structures found in the Internet, such as multihominipp level ASes are connected in a full mesh. ASes tend to
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establish connectivity with multiple providers for loaddaecost 2. Finally, we assume that a local Pastigg i.e., a Pastry
balancing reasons, as well as for redundancy; this praiticeDHT instance, exists in every domain, regardless of itslleve
known asmultihoming

Apa_rt from_ prowd_er-to-(_:ustomer re_Iatlonshlps, ASes aIsR_ DHT formation
establishpeeringrelationships for the direct exchange of traf-
fic.2 The main incentive for establishing peering agreements isAn H-Pastry DHT is formed by having all overlay nodes
to avoid using the costly transit services offered by prexéd €xchange routing state in a recursive manner. Assume an
In the example of Figure 1, peering domaiié and 11 overlay node residing at a domai# at level I which has

will directly exchange traffic instead of forwarding it togin lreéady joined the Pastry ring for domaih First, the node
ancestor domaing and 5 respectively. will exchange state with the overlay nodes 4% descendant

domains in the hierarchy. Then, the node will exchange its
(now extended) state with the overlay nodes residingiis
ancestor domain at levél— 1 and that domain’s descendant
domains (excluding the sub-tree rooted 4t which was
covered in the previous step). This procedure is repeated by
exchanging routing state with nodes residing4s ancestor
domain at level — 2 and that domain’s descendant domains
(excluding again the sub-tree rooted A& parent domain at
level [ —1) and so forth. Figure 2 illustrates this procedure in a

three level example topology, for domains residing at ciffe
Fig. 1. Example inter-domain topology: each node representstinct |evels of the hierarchy_
administrative domain. Domain 12 is multihomed and a peerindioakhip
is established between domains 10 and 11. Domain V is a virturaladh.

An important property of inter-domain routing is the so-
called valley-free property according to which, the traffic (2) a
that an AS receives from its provider(s) or peer(s) can onl

be forwarded to its customer¥alley-free(or transit) policy @ ©® @ @ ©®F 0w 66 @

violations take place when an AS acts as a transit for traffic _ . ,
h . £ . id d i ql;flg. 2. DHT formation. An overlay node in domainfirstly exchanges state
that . ongmaﬁes rom its provi e'r(s) _Or peer_(s) and IS NQkh nodes in domaing and 6, and then with nodes in domains2, 4 and
destined to its customerfs)Such violations obviously play an 5. An overlay node in domai firstly exchanges state with nodes in domain
important role as they translate to financial costs for netwo3's children domains, i.e., domairsand7, and then with domains, 2, 4

. . . . ._andb5. An overlay node in domain will exchange state with its descendant
operators. As discussed in [28], overlay routing deciSiONSmains2.3 4.5 6 and 7.
inherently neglect the underlying routing policies, asythee
performed at the application layer. While with overlay rogti . L . .
each hop in an overlay path does follow a policy compliant I\I/Ityr:tlhon&mdg in G Its dep;t(.:t?d gy edges :hﬁ?[ ﬁonnlectla
underlay path, as it relies on the underlying routing sulbstr muftinomed domain to multipie domains at nigner evels.

an end-to-end overlay path consisting of a sequence of S% £ stat_e_ exchange proce_dure of H-Pastry does not need to
hops may result in transit policy violations. e modified for multihoming. As an example, domaif

in Figure 1 is multihomed, as it is connected to domdins
and 6. During the state exchange process, an overlay node
Ill. H-PASTRY DESIGN from domain12 will first exchange its state with nodes in
In this section we provide a detailed description of H-Bastrdomains5, 6,11 and 13, which correspond to domaih2’s
For our description, we represent the inter-domain hiésaes parent domains and their children, and then with nodes in the
a graphG(V, E). V is the set of nodes in the graph, with eachemaining domains.
node representing a distinct administrative domain of . A% Peering agreements must also be taken into account during
is the set of edges in the graph, with each edge representPigT formation, in order for the overlay to take advantage of
the inter-domain link that connects the corresponding doesaa peering links. In the example of Figure 1, peering domains
We consider a domain hierarchy &f levels, with levels0 10 and11 directly exchange traffic instead of forwarding it to
and H — 1 referring to the highest and lowest levels @1 their ancestor domainsandb5 respectively. Ideally, messages
respectively. The level of a domain is defined as the length @kchanged by overlay nodes in peering domains should not
the longest valley-free path from this domain to the root dfaverse other domains, thus extending Candmsality of
G. Figure 2 shows a graph @Gflevels; domainl is at level0, intra-domain pathsproperty (see Section [I-B) to peering
domains2, 3 are at levell, and domainst, 5,6, 7 are at level links. Following the approach proposed in [19], we connect
the peering domains to a virtual node introduced one level
t,oiwg Otf;:g flsgogsbhégi bgt\g/?tiz /t\osgz Wef}icﬁaezlfgg] to the samenm@  above them, thus making them multihomed. This node does
| \V/ I V . . .. . .
3A dsescri[S)tion of the varioEs types of routinyg policy viotats can be found hot CorreSpond FO any network entity, itis §|mply u.Sed th.QUI
in [28]. the DHT formation process. Moreover this node is not linked
“Henceforth, we will use both terms interchangeably. to any other domain, in order to not affect the paths that do no
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use the peer link. As an example, in Figure 1, a virtual nodeFor example, assume an H-Pastry ring with parameters
V is introduced at level 1, linked t@0 and 11. Otherwise, b = 2 and |L| = 4 that uses3-bit identifiers and consider
overlay nodes exchange state as previously described. Nateode withc/D = 1A, located in level2, that has the
that a peering link between sibling domains (e.g., ndlaad following level 3 (local) Leaf Set05, 09, 2A, 32. For this node

10 in Figure 1) does not require the use of this technique, &s = 09 andl = 24. Among all the routing entries that
the nodes already have a (real) common parent domain. will be received for the leveR routing state, only those for

which their node ID falls in the rang@9 < ID < 2A will
B. Routing state be preserved, that is, the levelrouting state will consist

. . _only of entries pointing at nodes numerically closer to the
The routing state exchanged during the process descnl%gﬁjy

; . ; current node than its nearest neighbors at ledelAs we
above is structured at each node in accordance to its danaigy,,y in Section IV-BS5, this filtering procedure results iregy
position in the hierarchy. Specifically, an overlay nodeated

overlay node maintaining less state, than the state thatdwou

in a domain A at level I of the inter-domain hierarchy po required if a single Pastry ring was formed by all nodes.
maintains! 4 2 sets of routing state, each composed of a Leaf

Set and a Routing Table, organized as follows:

. . e
« A Leaf Set and a Routing Table for the intra-domain (at o
A) Pastry ring, referred to as the level 1 routing state. The H-Pastry node joining procedure assures that a new

« A Leaf Setand a Routing Table for the Pastry state relat@4erlay node will obtain all the required routing state. As i
to nodes residing at’s descendant domains, referred tgegular Pastry, théoining Nodg(JN) begins the join procedure
as the level routing state. using aBootstrap NodgBN). The BN should belong to the

« [ Leaf Set and Routing Table pairs for Pastry state relat§@Me AS as the JN, but if the IN is the first node in its AS to
to nodes residing at thelevels of ancestor domains ofloin: then the BN can reside at a different AS, which should be

A (and their corresponding children), referred to as tHd0Se 0 the IN's AS with respect to Pastry’s proximity metri
level I —1,1—2, ..., 0 routing state. The JN issues aqlN message to the BN as in regular Pastry,
targeted to JN's ID i.e., the message shall be deliveredeo th
-Pastry node which is numerically closest to the JN, udieg t
Pastry routing procedure (discussed in the next subsgctio
During the join procedure the JN receives routing state flor a

. . . levels of the hierarchy. This state is sent by all the intetiae
routing state refers to nodes #s descendant domains (i.e., . L -
. . nodes that forward thealN message to its destination and it is
domains6 and 7), and level0 routing state refers to nodes

located in domairg's ascendant domain (domaiy) and its filtered as explained above so that only entries that areirwith

children (domain2,4 and5). Note that the lowest level of the boundan_es of each level are kept. The join procedure
. : completes with the exchange of state between the JN and the
routing state refers to theocal domain, rather than to the

descendant domains. This reflects the fact that, for routiﬁgedfsgﬂ::: gggﬁys}girﬁdprlgcgzu?gu“ng Tables, as dictated by

purposes, nodes in the local domain are considered closer
to the current node than nodes at descendant domains (see
Section 111-D). D. Routing procedure

Routing entries referring to nodes in the local domain, i.e. Based on the routing information collected during the Join
the levell + 1 routing state, are handled as in regular Pastprocedure, routing in H-Pastry consists of a sequence of
(see Section II-A). Routing entries referring to nodes ineot steps that follow the hierarchy of the inter-network, which
domains however, i.e. the levélto 0 routing state, are a is reflected in the multiple levels of routing state mainthne
subset of the routing state exchanged with those nodes,biy each node. In order to route a message towards a target
order to avoid the maintenance of excessive routing stakey K, the receiving node must first determine the level of
Applying the Canon design principles (see Sectionll-Bpheathe routing state that should be used. This is accompliskied b
node preserves only those routing entries that progrdgga® Algorithm 1.
we go up the domain hierarchy) refine the routing information The rationale behind this algorithm can best be explained
on the identifier space. Specifically, at each level of th&ith reference to Figure 3, which illustrates the routingtet
routing state hierarchy, a node maintains only routingiestr for a node located in a second level domain, i.e: 1, since
refering to nodes closer to the node’s ID than the routirthe root is at levelD. This node has three levels of routing
entries maintained at lower levels. Hence, the routingestaitate: level2 that corresponds its own domain, levelthat
received from other nodes fiftered by applying the following corresponds its children, and levélthat corresponds to its
procedure. ancestor domains and their descendants in other subtrees. T

Let cID be the current node’s identifief; denotes the numerically closest nodes at levelsl and 0 arel, andij,
numerically closessmallernode ID (i.e., routing entry) and I; and /] andl; andlj, respectively. The algorithm finds
I denotes the numerically closdatgernode ID (i.e., routing the numerically lowestlevel of routing state for which the
entry) in the leveli Leaf Set. In order for an identifier to becorresponding~ or [+ entries are closer to the target key
maintained in the routing tables of levél- 1, it should be thanthel~ ori* entries of any higher level. Specifically, when
numerically smaller thari; and larger thani; . the current node has to route a message for a targetikey

. Join procedure

As an example, an overlay node located in don3adt level
1 of the topology depicted in Figure 2 maintains routingesta
in three Leaf Set and Routing Table sets: le¥ebuting state
refers to nodes ir3’s domain (i.e., local Pastry ring), levél
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Algorithm 1 Level of routing state selection if the target key resides at the local domain, and it is not
1: [ = Current node’s domain level the current node, its ID will reside outside thg;/[f,l;jr/f]
2: ¢ID = Current node’s ID interval i.e., an interval that is not handled by any of the
3. K = target key level i,i < [ + 1 Routing Tables. It follows then, that a
4 fori=0-—1do message towards a target at the local domain, will never exit
5. 1)y = (I, +cID)/2 that domain.
6 /P =(cID+1f,)/2
7. i 7 <K <11/} then E. Deployment
8: return A critical question related to the deployment of H-Pastry
9: endif is how can a node learn the network topology graph. This
10: end for information is crucial for the routing state creation prege
11: return [+ 1 during which a node should decide on the level of routingestat

a specific entry should belong to. For example, in Figure 2,
the routing entry for a node in domain 7 would belong to level
the above algorithm first examinesif is located in the area 1 for a node at domain 3, while it would belong to level O for
between the innermost set of dashed lines i.e., betv&@@n a node at domain 1. A rule of thumb that can be used is the
andl;/”. If it is located there, it uses the leverouting state; following: an entry belongs to the— u level of state, where
otherwise, it examines the area between the second innernid§ the current node level, i is the length of the uphill part
set of dashed lines i.e., betwela;r(Q andl;/z, expanding the ©Of the path that connects the current node and the node that
part of the identifier space searched Kfis located there, it corresponds to the target entry. As an example considere nod
uses the levell routing state; otherwise, it uses the level 31 domain4 of Figure 2 that wants to decide the level of an
routing state. entry that corresponds to a node in domairThe path that
When the appropriate level of routing state is found, tHgPNNects these two nodes4is2, 1,3, where the uphill part of
standard Pastry procedure is followed: initially the nose ethe Pathist 2,1 and its length i2, hence this entry belongs to
amines ifK falls within the range of the node IDs stored in thd€Vel 2 —2 = 0. This means that, in order to properly classify
corresponding Leaf Set; if so, the message is forwardedeto {iputing information, H-Pastry nodes must be able to discove
node with the ID closest td<, which is also the destinationth€ domain at which the downhill part of a path begins.
node. If K does not fall within the range of the node IDs stored ' NiS can be achieved by allowing each domainto l?e
in the Leaf Set, the corresponding Routing Table is used; tA¥areé of itsup-graph Gy [29] i.e., a complete list ofX's
message is forwarded to a node that shares a common préficestors and their peers @ Then, an H-Pastry node can
with K and this prefix is at least one digit longer than thdiscover the domain at which the downhill part of a path

common prefix of’ and current node’s ID. begins by simply cgmparing its own up-graph with that of
the target node. This requires the target node’s up-graph to

also be available; this can be accomplished by includindp suc

L /2 - + LY/2 . . . . .
2/ N B information in the routing state exchange mechanism.

L

i i o G i G N To this end, the NIRA TIPP protocol can be used by an
[ i o] i ] T overlay node to discover its up-graph [29]. A global lookup
L L . J service is established in [29] for this reason, enablingadt®y

nodes to get access to their up-graph. However, including
this information in the routing state exchange messages-of H
Fig. 3. H-Pastry ID space partitioning for a 3-level hietgic Pastry would possibly expose sensitive information reigard
the established routing agreements and policies, hingléhie
This scheme guarantees that both of the design requiremegigption of H-Pastry. In order to limit the exposure of such
of Canon are met (see Section II-B). According to €o@ver- information, we consider the use of Bloom filters [30] to
gence of inter-domain pathsroperty, all messages sent fronsymmarize up-graphs in routing state exchange messages. Th
within a domain towards the same key must exit the origi@atirbve”ay routing entry for a nod¥ is extended to also include
domain via the same node. Indeed, when a node uses a lgyg|gom filter BFy denotingGy. Upon the reception of a
i,i < I+ 1 (i.e., non-local) Routing Table, then the abovegyting entry, an overlay nod& checks each of the links in
routing procedure guarantees that no other node in the logg againstBFy, thus determining the level of the Routing
domain has an ID closer to the target than the current nodgple to be used. Further details of this mechanism (e.g.,

otherwise the message would have been forwarded basedsg of BF and associated overheads, false positive rae) ar
the local routing table. As a result, all messages towardsygferred to future work

non-local node, always exit the domain via the same node. |t should be noted here that, as we show in Section IV,
According to theLocality of intra-domain pathproperty, even if a node hagpartial knowledge of the network graph,
a message to a local node will never exit the local domain.
Indeed, a message exits a domain with the above routingf’kObvious!y, this mechani_sm neces;i_tates the existence of pagraph
. . . . lodkup service, thus introducing an additional deploymesetrbead compared
procedure only if an appropriate entry is found in one of thg

c ] ther DHT schemes, albeit along with a series of qualiadivd quantitative
level 7,7 < [ + 1 (i.e., non-local) Routing Tables. Howeverperformance benefits, as shown in Section IV.
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H-Pastry still yields significant advantages. This appéesen The exact Internet topology remains undisclosed to the re-
if a node is only able to distinguish which nodes belong to itearch community by the network operators, as their interna
domain and which do not (i.e., it can only distinguish betweeconnectivity reflects their business operation and is these
local and global nodes). considered confidential. Research studies however comeerg
Another point of consideration with respect to deploymenthe number of the ASes, which is estimated to be more than
is the proximity metric(s) that H-Pastry should use. RT#0.000 [25]. The identification of peering links on the other
and hop count are two straightforward metrics that can Ib@nd, remains an open issue. Data traces produced by [25]
measured relatively easily by each node using existingstoohnd [26] diverge on the size of identified peering links, whil
ISPs may also provide services that allow using of otheéhe study in [27] argues that the methodology followed fails
more accurate metrics. For example, an ISP may deploy tieereveal up to 90% of existing peering links.
Application-Layer Traffic Optimization (ALTO) service [J1  Evaluating a new application or protocol using a realistic
which provides nodes with information that helps them petepology of 40.000 ASes (and approximately 200.000 anno-
form better peer selection. Such information may includ& li tated links) is a technical challenge on its own. To overcome

capacity, node load, cost of a link, and so on. technical constraints, we used the algorithm describe®@4i [
to scale down the measured Internet topologies, thus ngeati
E Node failures realistic synthetic topologies which i) are of manageal#e s

. . . . for evaluation purposes and ii) maintain the same character
H-Pastry inherits Pastry’'s mechanisms for handling nod purp )

failures. A node failure is normally detected during fordar Stics and business relationships as the measured graphs. |

: . ! . the following, we present results for a 400 domain topology,
ing, although a failure can also take place during the join . .

o : unless otherwise stated. We vary the size of the overlay node
procedure. Message forwarding is not interrupted due tala no

failure, unless if L /2| nodes with adjacent IDs simultaneousI)POpUIatlon in order to undprstand the impact of'the °"e”"?‘y
fail. which is hiahly unlikelv considering the uniform raoh- network size on the examined performance metrics. The size
' gnly y 9 of the overlay network varies from 1125 to 4499 nodes. In all

ness of node IDs [14]. In most cases, an alternative routing ; . .
. . sgenarios, the overlay nodes are uniformly dispersed athes
entry can be used to continue the forwarding of a messagge

In the event of a node failure, H-Pastry follows the routingomams’ with each node being attached to the corresponding

. . omain’s router. In each repetition of the same scenarm, th
state maintenance procedure of Pastry i.e., a node chooses o :

o . : . ovérlay nodes are distributed again, and then we randomly

the entry in its Routing Tables that is numerically closest .

Select 200.000 pairs of overlay nodes and route a message

to that of the failing node and contacts the correspondirklj% . : .
: . ; tween them using the overlay routing fabric. The resulis w
node. That node then provides an alternative routing entry.

For local routing information, H-Pastry is obviously idieat fesent are the average of five repet|t|ons for _each_expaﬁme
. R . We note that the randomness of the simulations is limited by
to regular Pastry. For routing entries in higher level Rogiti

Tables, alternatives entries are requested from all noded i m;a?:ggr;grg ELIS:T]e’ dvrgli)k;oyle;d;ea single domain graph
routing tables whose IDs are numerically close to the fagilin L pology g .
node; the received alternative entries are filtered, ananibst _O_ur evaluation is based on a series of performance metrics
appropriate is kept. In the event of a concurrent failurslgR)| aiming to capture several important aspects of H-Pastry and
nodes with adjacent IDs, all belonging to a levdleaf Set demonstrate its qverall advantages over Pastry, C hord and
the forwarding of a message will not be interrupted as it Wiﬁ:respendo. We. first focus on_the routing propernes of the
be based on level— 1 routing information. Thus, routing will considered routing schemes with respect to physical nétwor
' proximity, administrative domain boundaries and interadn

only fail in the event of a maximum off - |L/2| concurrent routin licies. Our lis t the impact of i
failures of nodes grouped i sets of| L/2| adjacent IDs each. outing policies. LUrgoal Is o assess the impact o ourgphes
choices on the perceived performance of the overlay network

Therefore, by hierarchically structuring routing infortion, q tifv th dina benefit
H-Pastry is expected to be more robust under node failu@LC quan |fy_ € cprrespon N9 er_u_a 1S .
We then investigate the scalability characteristics of H-

compared to regular Pastry. ) - .

Pastry with respect to the size of routing state accumulatéied
also consider the effect of enforcing a limit on the maximum
number of routing state level$,(,. < H — 1). In this case,

The performance evaluation of H-Pastry is based ongce the maximum number of levels has been reached, the top-
detailed simulation mod&ldeveloped for the OverSim Simu-|eye| (with respect to the AS-level hierarchy) routing staet
lation framework [32]. In the following, we compare H-Pastr | include routing entries for all the remaining overlagdes.
against Crescendo [33], regular Pastry and Chord [16].  The comparison between H-Pastry and Crescendo is performed

for I,,4: = 2, due to Crescendo’s implementation restrictions.
A. Methodology For H-Pastry we also present results fgf,, = 6, which is
the maximum number of levels in the considered topology.
Finally, we examine how H-Pastry reacts to node churn, i.e.
9_1e removal and addition of overlay nodes over time, foaysin

IV. PERFORMANCEEVALUATION

As this work focuses on the routing efficiency of a
overlay construction, it becomes crucial to evaluate itebas
on an accurate model of the underlying network topolog

80ur complete source code is available under an open soumesécat "Each figure further presents the 99% confidence intervalémeasured
http://mm.aueb.gr . values, although in most cases they are too small to discern.
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on the fraction of messages that are dropped (and have to be

retransmitted) as the overlay routing state converges. Z I g:sotrrd —t—
s 5 WP Ctreslcendé s i —————

B. Results g H-Pastry 6

1) Stretch: Figure 4 shows thstretchof the delivery paths % 6 3
in our setup. We define stretch as the ratio of the number of2 5
underlay hops required for a message to reach its destinatiog 4 .
based on overlay routing, over the corresponding hop countS 3
required by an identical message to reach the same targe;”'j 5 N
following the shortest underlay path. Stretch expresses th = ,fffx,. e K
penalty paid for using the overlay routing fabric, essdiytia R & &

o

depicting the degree by which an overlay routing schemestake

. X ) - 112 22 7 44
into account the underlying physical network proximity bét > >0 3375 99

nodes. Overlay size
Fig. 5. Intra-domain path lengths.
10 Chord
9t Pastry . .
Crescendo K- DHTs, which causes paths between nodes of the same domain
81 ppasymacg O to be confined inside domain boundaries. In the case of regula
7 e Pastry, routing is based on global routing information, i.e.
S 6 7 Routing Tables may contain entries for nodes residing on the
% 5 x- same or different domains, making no distinction between th
two cases. Therefore, paths connecting nodes in the same do-
4 . . .
main may leave the domain and pass through nodes at different
3 @g '''''' S - domains. While Crescendo also improves upon plain Pastry
2 o RTTATI A due to its Canonical construction, the proximity awarerefss
1 H-Pastry allows it to reduce path length by 33% compared to
1125 2250 3375 4499 Crescendo. Hence, H-Pastry incorporates both Pasthgst
Overlay size routesand Canon’d.ocality of intra-domain pathgroperties.

Fig. 4. Routing stretch.

Remote Intra-domain hops

o nter-domain hops
We can see that both Pastry and H-Pastry exhibit similar [ Local Intra-domain hops

behavior, outperforming both Chord and Crescendo. H-fPastr
reduces stretch by 52% and 50% on average (i.e., across thé
overlay sizes considered) compared to Chord and Crescend@
respectively, reaching a stretch value of 2.65 for the kirge
overlay size. This substantial decrease is attributeddceth-
ployment of the physical network proximity metric duringeth
creation and maintenance of routing information both infyas
and H-Pastry. Pastry exhibits a slightly lower stretch galu
than H-Pastry, due to the structural characteristics oflstify:
Pastry’s proximity metric may yield shorter routes, whicke a
not followed by H-Pastry due to the restrictions imposed by

.. . . . R . . Chord Pastry Crescendo H-Pastry H-Pastry
administrative domain boundaries and inter-domain rgutin Imax=2  lmax=6
policies. This is also the reason why H—Ea§try withevels Fig. 6. Distribution of overlay hops
works better than H-Pastry with levels. This is not the case
with Chord and Crescendo, as regular Chord is completely o . o
network topology oblivious, therefore Canon’s restrinan 3) Conforma_nce to admlmstra'uve boundary restrictions:
Crescendo actually prevent overlay paths from unnecégsaM/e next delve into the details of overlay routing, by catego-
crossing the entire inter-network, thus reducing stretdth w fizing each of the overlay hops in an overlay path into the
larger overlays. following three categories:

2) Intra-domain routing: Figure 5 illustrates the average e« Local intra-domain hops overlay hops within the
length (measured in number of underlay hops) of paths con- sender’s domain i.e., the number of overlay hops taken
necting overlay nodes residing the samedomain. H-Pastry before the message (possibly) leaves the domain.
outperforms all other considered protocols, yielding oerav  « Inter-domain hopsoverlay hops across domain bound-
age 55% shorter intra-domain paths than Pastry. This is due aries i.e., connecting nodes across different domains.
to the Locality of intra-domain pathgroperty of Canonical « Remote intra-domain hopsverlay hops between nodes

100

80

60

40

20

Percentage of Total Overlay H
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residing in the same domain, but other than the domadiransit (or valley-free) policy violations (see Sectiond).

of the sender. Figure 7 shows the average number of policy violations per
Our target is to assess the effectiveness of the Canoniggrlay path. We see that Pastry and H-Pastry exhibit simila
design with respect to administrative domain boundariggerformance, both outperforming Chord and Crescendo. In
Figure 6 presents the distribution of overlay routing hopgarticular, H-Pastry reduces policy violations by an ageref
in these categories for each protocol for the largest oyerl&7% and 73% compared to Crescendo and Chord, respectively.
(4499 nodes); similar results were derived for smaller ssizéPastry performs slightly better in this metric because,as e
Compared to plain Pastry, H-Pastry significantly reduces thlained in Section IV-B1, its overlay paths are slightly gbo
Inter-domain part of the resulting overlay paths, by up tthan those of H-Pastry, especially when H-Pastry operaités w
27%. At the same time, the Intra-domain part of the patlislevels, hence they are expected to lead to less violations.
increases for both the Local and Remote domains. This isTo provide a more fair comparison between the schemes, we
a direct concequence of both thecality of intra-domain define thepolicy violation ratiometric aspvr = 5, wherel
pathsand theConvergence of inter-domain pathsoperties of is the number of overlay routing hops in an overlay path, and
the Canon paradigm, which constrain overlay routing within the number of policy violations taking place along the path.
domain boundaries, avoiding unecessary inter-domain hdpssentially, this metric normalizes policy violations teet
when possible. H-Pastry performs only slightly better tha@verlay path length. In the worst cage; 1 policy violations
Crescendo since both use the same (canonical) methodc@® take place in @ hop overlay path, yieldingvr = 1.
isolate traffic within domains; recall, however, that théuat Figure 8 shows theur values for all schemes. Evidently,
overlay paths with Crescendo are much longer than with Ki-Pastry significantly lowers thpvr value, compared to all
Pastry, as shown above. other considered schemes, including Pastry (33% average
reduction). We can therefore conclude that H-Pastry'slayer
paths are better adapted to routing policies, when takitm in

9 : X
Chord —+— account the fact that H-Pastry results in longer overlahpat
< j I . Ctresl'zgﬁgé O than Pastry, due to its adaptation to administrative botiesla
< F -Pastry | .= =
% 5 H-Pastry l,5=6 &
% 70 F ' Chord —t
s 5 E— Pastry t-¢-
B 4 — 60 | Crescendo K-
S H-Pastry | y=2 +f-
< x ke ¥ H-Pastry |y O
> 3 g 50 Y Imax=
o =
5 2 5
S = B 5 e
£ ]
£ 30 [ ol []
0 2 G D e @
1125 2250 3375 4499 20
Overlay size 1
10 T g e
. S x
Fig. 7. Average number of policy violations per overlay path. 0
1125 2250 3375 4499
Overlay size
1 Fig. 9. Routing state size.
0.8
"""" R 5) Routing state:Figure 9 shows the number of routing
0.6 o entries for each protocol considered. In the case of Chodd an
- 0 = © € Crescendo we consider the total numberfingers while in
& 04 the case of Pastry and H-Pastry we consider the total number
of Routing Table entries; we exclude the Leaf Sets, as the
e Shord — corresponding information is also maintained in the Raytin
astry - . . .
0 P Creslcendg oo e Tables. The size of the routing state is clearly larger inchee
- astry = : D P . . . .
H-Pasiry |2:§=6;~ S of Pastry-based protocols, since Pastry by design magtain

more pointers to certain areas of the identifier space coedpar
to Chord. However, the overall routing state is not excessiv
H-Pastry requires less routing state compared to reguknpPa
Fig. 8. Policy violation ratio (pvr). due to the layered organization of its routing state and the
filtering of each level's routing information, as describied

4) Policy violations: We now investigate the complianceSection Ill. This is more evident when H-Pastry operates wit
of H-Pastry to the routing policies established at the undet levels, since in that case routing information filtering is
lying network. In this work we only consider the case ofaking place to a greater extent.

1125 2250 3375 4499
Overlay size
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10 ' ' ' are organized in a hierarchy of clusters based on the link
3 H-Pastr LPan_f e latency/RTT between them i.e., the lower the cluster layer,
< Y Lax= & H
7 g | HPastylp =6 o the lower the average link latency between cluster nodes. A
(—‘Z separate DHT ring is then created for each cluster, leading t
% nodes participating in several rings. In HIERAS, the cltiatg
o 6F method is based on a distributed binning scheme, while a
£ similar random sampling method is employed by Coral. In
E 4 both cases, cluster formation and discovery incurs adtditio
g signaling overhead to the overlay construction processeéa
§ 2 on Pastry’s joining process, H-Pastry also uses probing for
gz the selection of nearby nodes, however it also takes into

0 account the already retrieved topology information durtimeg

0 5 10 15 20 25 30 join process [14]. Moreover, HIERAS and Coral clusters are

Time (minutes) not disjoint, thus allowing for duplicate routing entrieghile
H-Pastry carefully splits the identifier space, with topelev
Routing Tables containing only entries not present in lower
level tables.

This issue is also addressed by an alternative approach,

Fig. 10. Message losses due to churn.

6) Impact of churn:In order to study the impact of churn.

on H-Pastry, we adopted the methodology proposed by Rhiwhich the muliilevel structure is achieved based on the

et al. [35]. Due to reasons related to the scalability of the Sime_?qst_ence ofsuperpe_ers;_e., nodes responsible for the commu-
i nication between disjoint clusters of nodes [38], [39]. How
ulator, we simulated a smaller topology for these experisen

composed of 100 domains. In each experiment, we consider " this approach poses significant capacity and avitjabi

s waming up e, durg whch 1000 ety nodes o ST ET 0 1 Superpees and heculy afects (1 oo
an (H-)Pastry ring. After the warming up period, randoml 9 ' P

selected nodes fail, following a Poisson process chaiaeter n [40] balances between the superpeer approach and thatse th

by inter-failure times of 2 sec. Every time a node fails, require all nodes to enter all rings of the hierarchy. Itsndra

. . ack is that it relies on the Scribe multicast scheme [22] for
new one joins the overlay. Each node continuously sengds

messages to randomly selected destinations in the identhtl € communication between independent rings, thus imairri

space, following a Poisson process with rate 0.1/sec. No deItIOI’la| signaling and state overhead. On the other hand,

verify that a message has reached the next hop using a tim8'§ TQ’O.IUt'On allows qperatlng different DHT schemes atheac
administrative domain.

out period of 1.5 sec. When a time-out occurs the sending_,, . . .
node considers the message lost and performs the routiteg staSkleet [41] is a DHT-based overlay network which pro-

maintenance routine (see Section Ill-F). After the warming vides controlled data placement (instead of the usual rando

period, we simulate a churn period of 20 min, followed by glacement). Dannewitzt al. [4] proposed a hierarchical

10 min period without chumn. Every minute we measure tqveersmn of SkipNet, which achieves low resolution delays.

percentage of messages that did not arrive at their destinat " their design they con_mdenesolutlon d(_)malnsorganlzed
and we repeat each experiment 10 times. into a global, tree-like hierarchy topologically embeddaed

Figure 10 shows the obtained restilttt is clear that even the underlying network. Lower-level resolution domaing ar

NG ; . mapped to lower-level networks and higher-level resotutio
this high churn rate has a small impact on the message qe“V%mains are mapped to higher-level networks. Higher-level

ratio for both Pastry and H-Pastry. Namely, the percentdge os:olution domains are built by combining and interconingct

messages lost due to node failures is consistently below 7?19'Iower-level domains nodes of its subtree. This approach

H-Rastry pehave; similarly to Pastry during both S!m.w"j‘t(:fwowever unrealistically assumes a fiHary tree model for
periods, with a slightly lower message loss rate, within ﬂ}ﬁe undérlying inter-domain topology structure.

margins of statistical confidence. Moreover, we also oleserv ; .
that, similarly to Pastry, H-Pastry rapidly recovers frohe t The approach that is probably closest to the Canon design
' y Y, y rapidly % Cyclone [42]. In Cyclone node identifiers consist of two

; - |
churn period, requiring only 2 sec to halve the observe arts, theprefix which is used as the regular identifier of

message loss, and less than 5 sec to ensure message dellt Y ode in the selected DHT scheme, and $oéix that

denotes the cluster the node belongs to. Enforcing a strict
V. RELATED WORK numbering of clusters raises scalability concerns, asalken
The application of multi-level structures on DHTs ha&hust coordinate for the sake of consistency, a requirement n
attracted the attention of many researchers who attempi¥gsent in H-Pastry. Moreover, Cyclone routing necessitat
to combine the scalability characteristics of both hidnaral the traversal of the entire hierarchy of clusters in order to
designs and DHTs, so as to further improve overlay roui€ach the target node, starting from the local cluster and
ing performance and/or achieve administrative autonomy. Proceeding to higher layers. In contrast, H-Pastry’s Rt
the HIERAS [36] and Coral [37] schemes, overlay nodekables structure allows a target key to be searched at $evera
levels of the hierarchy, starting from higher level Routing
8Similar results where derived for different time-out andueg! rate values. Tables which contain finer grained information, thus pdgsib



PUBLISHED IN: COMPUTER COMMUNICATIONS, VOL. 62, 2015, PP. 13-22

skipping several hops.

Apart from DHTSs, other hierarchical overlay systems have
also been considered by contemporary networking architec-
tures. The Domain Name System (DNS) is probably the most;
popular hierarchical name lookup service. Although DNS is
mainly used for resolving domain names, it can be extend
to support other types of lookups. For example, Seviita
al. [43] use DNS to storecontent recordswhich are then
used by their ICN architecture. The main advantage of DN
is its widespread usage, therefore the incremental deoym
and adoption of a DNS-based system is easier. On the other
hand, it is considered inadequate for storing object-léwel
formation since it is susceptible to security attacks, sash
Denial of Service (DoS) ones [44], with root servers having gs]
disproportionally larger load than ones at lower levelstaf t

hierarchy.

The Data-Oriented (and beyond) Network Architecture[6]
(DONA) [7] considers a hierarchical overlay network com-
posed of Resolution Handlers (RHs). The deployment of thﬁ]
RHs strictly follows the AS-level structure of the Internet
allowing DONA to directly adapt its structure and operation
the underlying network. Content providers issue REGISTE
messages to advertise their content to the closest RH whic
then propagates this information upwards in the hierarchy.
Name lookup uses a similar propagation of requests (FIND
messages). The CURLING [8] design follows a similar apqg
proach with DONA, in that it adapts to the inter-domain
topology structure. However, in CURLING, resolution sesve
propagate registration and resolution requests only tar th
provider ASes. Both approaches suffer from scalabilityéss

due to the substantial replication of the overall name re&ni

state and a heavily skewed distribution of the correspagwdihlz]

load throughout the network [45].

VI. CONCLUSIONS

In this paper we presented the detailed design of H-Pastry,
a multi-level DHT scheme based on the Pastry DHT ar#l
the Canon multi-level paradigm. H-Pastry aims at combining

the benefits of a multi-level DHT construction with tehort

routesandroute convergencproperties of Pastry. In addition,
H-Pastry takes into account the inter-domain routing pegdic

at the underlay level and the increasing prevalence of pgerii6]
links that make the Internet less hierarchical. By takinlg al
these aspects into consideration, H-Pastry yields sigmific
improvements for overlay routing. Namely, H-Pastry yieldg7
considerably shorter overlay paths compared to Crescendo,

reflects the underlying administrative structure of thevoek

by reducing inter-domain hops compared to both Pastry and
Crescendo and it leads to a lower routing policy violatiotora
than both Pastry and Crescendo. At the same time, H-Pa%%}

requires less routing state than Pastry and is equallyesstb

node churn. To the best of our knowledge, this is the first wopo]

to consider this rich set of aspects relating to the adaytaf

a DHT design to the underlying network. This is of particulqrzl]
importance in view of the recent research interest in DHTs fo

the support of very large scale inter-domain name resaluti
in ICNs. Indeed, we have explored the suitability of H-Past

for this purpose, with very promising results [6].
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