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Michael S. Berger®

eDTU Fotonik, Technical University of Denmark, Kongens Lyngby, Denmark
b Department of Communications Engineering, University of the Basque Country, Bilbao, Spain

Abstract

The market prediction for network deployments has positioned Software-Defined Networks (SDN) as
the first of the options for changing local, transport, or cloud networks. Since the OpenFlow protocol
gained traction and evolved in the last versions, the possibilities for expanding network capabilities to
deploy custom services have risen considerably. With next-generation SDN (NGS), flexibility has grown
as data plane programming languages, such as P4, and Data-Control Plane Interface (DCPI) protocols
like P4ARuntime have appeared. Furthermore, the ability to program the data plane has opened the
possibilities to develop new network telemetry approaches, such as In-band Network Telemetry (INT).
A transition to partially incorporated SDN, also known as hybrid SDN, often involves considerable
complexity, especially when legacy devices implement non-open standards and protocols. Therefore,
incorporating programmable SDN devices and deploying network telemetry protocols on top of existing
legacy devices is still challenging. This research focuses on deploying and integrating the INT protocol
using programmable P4 switches over a hybrid SDN network. We describe and implement the required
control plane applications and data plane configuration, and discuss the constraints that need to be
managed so that P4 programmable switches can interact with the rest of the MPLS legacy devices. In
this sense, we discuss P4 switch placement alternatives to maximize their performance and usability
in a hybrid SDN network. Then, we validate the INT-based monitoring system by ensuring traffic
forwarding using several INT header placements. In these tests, we demonstrate the feasibility of
merging P4 switches running INT traffic and legacy devices, presenting the requirements to accomplish
hybrid next-generation SDN (NGS) architectures. Besides, we provide new monitoring features, such
as MPLS label verification, and we also use telemetry data to feed-back traffic forwarding applications
for traffic engineering purposes. We finally show the time that packets spend in the pipeline comparing
different parsing and actions performed in different cases.

Keywords: Hybrid SDN, P4, In-band Network Telemetry, monitoring, MPLS, next-generation SDN

1. Introduction

In recent years, Internet Service Providers
(ISPs) have witnessed an increasing demand for
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York Times [1], content providers like Netflix and
video streaming platforms like Zoom have grown
in terms of their daily sessions, by 16% and 200%,
respectively. This unprecedented increment in
traffic has impacted the performance of mono-
lithic legacy core network architectures, which
are often based on Multiprotocol Label Switching
(MPLS), and has revealed the widely understood
necessity of evolving towards next-generation
core networks.

In this regard, Software-Defined Network-
ing (SDN) and Network Function Virtualization
(NFV) are promising technologies that have been
proposed to overcome many limitations of the
static architectures deployed in the current net-
works. NFV brings the concept of virtualization
to network services, and SDN provides the nec-
essary abstractions to make the network dynamic
and programmable. NFV, which was initially con-
ceived as a Virtual Machine (VM)-based virtual-
ization, is now evolving to a lightweight container-
based approach [2] where services are built to
avoid the performance issues introduced by the
hypervisor layer. Moreover, the Function as a
Service (FaaS) paradigm is rising as a near-future
architecture for NFV [3]. It decomposes network
services into several lightweight functions that are
instantiated on-demand.

Alternatively, SDN is widely used in high-
performance, hyperscale data centers (e.g.,
Google, Facebook, Amazon, etc.). The commer-
cialization of cost-effective OpenFlow-based de-
vices has also allowed many organizations to op-
timize their critical applications. However, the
OpenFlow protocol’s possibilities are bound to
the OpenFlow version that the forwarding device
implements. Next-generation SDN (NGS) is de-
signed to overcome such limitations by allowing
programmable data planes and the implementa-
tion of custom packet processing pipelines (see
Figure 1). P4 [4] has emerged as the new de
facto data plane programming language, allowing
developers to define which headers a switch will
parse, which fields and headers are used to match
on tables, and which actions the switch will per-
form when table matches happen. Among various
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Figure 1: (a) V1Model architecture used in the BMv2 Sim-
ple Switch target. (b) The Portable Switch Architecture
(PSA) is the specification of a target architecture pub-
lished by the P4.org Architecture Working Group. (c)
The SimpleSumeSwitch P4 architecture for the NetFPGA
SUME.

options, the control plane protocol for P4-based
devices (i.e., P4 switches) is based on P4Runtime
5], a control plane specification that enables run-
time control of P4 switches.

Programmable data planes yield new network
monitoring approaches that enable the attach-
ment of telemetry information to user data pack-
ets (i.e., in-band telemetry). In-band Network
Telemetry (INT) [6] is an implementation of such
an approach that leverages P4 and P4 switches
to provide telemetry reports without the involve-
ment of the control plane. P4-based in-band
telemetry can be applied to improve the moni-
toring system (e.g., by avoiding probe packets)
and to develop tailored monitoring functionalities
for a legacy MPLS network. From an ISP per-
spective, the complete migration of a legacy ar-
chitecture to an NGS network is costly in terms of
Capital Expenditures (CAPEX) and Operational
Expenditures (OPEX). A transition to partially
incorporated SDN, also known as hybrid SDN, is
presented here as an alternative to avoid incurring
an excessive expense. Therefore, deploying an ef-
fective network monitoring system on top of the



existing legacy devices and programmable SDN
devices, hereby named hybrid NGS monitoring,
is still a challenge.

In this paper, we develop an INT-based mon-
itoring system for hybrid NGS networks based
on MPLS. We provide the control plane design
to achieve an operational integration of the P4
switches within the MPLS network and the design
of the data plane processing pipeline to imple-
ment INT-based monitoring. Additionally, sev-
eral monitoring scenarios are tested using physi-
cal programmable devices and emulation tools to
validate the developed monitoring features.

The following are the main contributions of this
work:

e Provide new monitoring features and traf-
fic engineering techniques based on INT and
programmable data planes (Sections 5 & 6).

e Describe the constraints that need to be
managed to integrate P4 switches within an
MPLS network (Section 3).

e Discuss P4 switch placement alternatives to
optimize the performance of hybrid SDN net-
works (Section 3.4).

e Implement the required control plane appli-
cations and data plane configuration (Section
4).

e Validate and test the performance of the
INT-based monitoring system for a hybrid
SDN-MPLS scenario (Section 6).

The remainder of the paper is organized as fol-
lows. Section 2 provides an overview of the cur-
rent literature, and Section 3 explains the ba-
sic concepts of INT and describes the main con-
straints related to the integration of MPLS and
P4 in a hybrid SDN (hybrid NGS). After that,
the hybrid NGS monitoring system is described in
Section 4, including the control and data plane of
P4 devices in the MPLS network. Then, Section 5
introduces different monitoring features and sce-
narios that are later tested in Section 6, which
shows the results obtained from emulating the
aforementioned scenarios. Finally, Section 7 de-
picts the main conclusions of this work.

2. Related work

This section reviews relevant work that includes
topics like MPLS, P4, SDN, and INT (i.e., teleme-
try). Finding a significant amount of work that
provides all these features together is complicated,
as NGS features were developed only recently.
However, this section tries to present studies that
include two or more of the above subjects and
points out how they differ from the current study.
Therefore, related work will be organized into sec-
tions that focus on various combinations of the
aforementioned subjects.

2.1. SDN and MPLS

Related work that leverages SDN and MPLS
has primarily focused on providing better traf-
fic engineering, resource allocation, and network
management. Bahnasse et al. [7] designed a dy-
namic model of bandwidth allocation using hybrid
SDN. The authors demonstrated that their model
provides better results than the Maximum Allo-
cation Model (MAM) and Russian Doll Model
(RDM) for Internet Control Message Protocol
(ICMP) and Voice over Internet Protocol (VoIP)
tests, whereas the Hypertext Transfer Protocol
(HTTP) response was between MAM and RDM
for most tests. A subsequent paper by Bahnasse
et al. [8] also presented a new method for man-
aging MPLS VPNs using a hybrid SDN model.
The authors demonstrated their idea’s feasibility
and showed a particular time improvement with
the deployment of MPLS Virtual Private Net-
works (VPNs) using their model compared with
the manual method. Tajiki et al. [9] formulated
a heuristic algorithm to improve the performance
of flow rerouting and Label Switch Path (LSP)
recreation. The simulation, conducted in MAT-
LAB, showed that their scheme prevents the con-
gestion of shortest-path-based schemes, increas-
ing network throughput. Similarly, average link
utilization is higher but also path length (which
should not affect the average latency values as
path selection implements delay constraints based
on path length). While the aforementioned stud-
ies have tried to integrate SDN into legacy net-
works, they did not integrate virtual or physical



devices that support OpenFlow or P4Runtime.
Our study includes physical P4-programmable de-
vices and determines the requirements for inte-
grating this with virtual devices running Cisco
IOS images.

2.2. P4 and hybrid SDN

Studies that integrate P4/P4Runtime and hy-
brid SDN are not abundant. The works that
combine P4 and hybrid SDN focus on security
and paradigms that establish path optimization.
Feng et al. [10] proposed a security mechanism
that first exchanges critical switches in a topology
(placement problem). It also attracts traffic to P4
programmable devices and either forwards traffic
or sends packets to the control plane for further
inspection. Martinez-Yelmo et al. [11] designed
and tested a hybrid software switch that supports
a forwarding algorithm based on a centralized
control plane with a distributed approach based
on the ARP-Path protocol. Their results show
the ARP-P4 scheme to be effective after ARP-
Path and ECMP P4Runtime tests. However, the
performance does not meet expectations, primar-
ily that of Behavioral Model 2 (BMv2). While
these cases are interesting for hybrid SDN, the
available research lacks significant studies, includ-
ing telemetry, P4, and hybrid SDN. No study was
found that incorporated the three aforementioned
topics and that included physical P4 switches and
commercial legacy routers that test MPLS traffic.

2.3. Network monitoring approaches

Network monitoring studies for SDN and
non-SDN networks are abundant, although the
amount of work focusing on hybrid SDN is lim-
ited. Indeed, Abushagur et al. [12] point out
the insufficient amount of work that concerns
monitoring and hybrid SDN. The authors review
the existing monitoring approaches for traditional
and SDN and point out the importance of SDN
controllers for polling SDN switches and peer with
legacy routers to compile a global link utilization
image. Regarding traditional networks, the au-
thors reviewed the research based on active Net-
work Tomography (NT'), which estimates the in-
formation of individual links by monitoring a sub-

set of the entire network. Focusing on SDN net-
works, the authors reviewed the current work on
optimal polling schemes [13] and flow-level mon-
itoring applications using flow sampling methods
[14]. Finally, Abushagur et al. proposed a mech-
anism that adhered to the study’s proposed re-
search direction after analyzing the related work.
Their proposal included SDN switches as ingress
and egress nodes of a Segment Routing-based
(SR) network and legacy routers that paired with
the SDN controller to complete the rest of the
nodes. The proposal did not include any testing
mechanism or implementation but instead pro-
posed a research direction to follow. The related
work and the proposed mechanism describe a sim-
ilar approach to in-band telemetry protocols and
programmable data planes for hybrid SDN net-
works.

2.3.1. Analogous approaches to INT

Traditional network monitoring has relied on
statistics, and probe packets such as ICMP echo
requests/replies to assess the status of the net-
work. Recent innovations provide greater in-
sight into network behavior by generating detailed
telemetry metadata reports that can be recorded
into the data packet itself, generating so-called
in-band telemetry. The term "INT” has often
been used to refer to in-band data plane telemetry
in general and is not limited to In-band Network
Telemetry. For example, MPLS INT (MINT) [15],
defined by the Internet Engineering Task Force
(IETF), is a telemetry mechanism that records
flow specific information from end stations and/or
switches across an MPLS network. It employs a
per-hop method to collect data, and it can per-
form localized end-to-end analytic operations on
the data. Similarly, INT for 6TiSCH [16] of-
fers a flexible monitoring solution with minimal
resource consumption and communication over-
head that enables 6TiSCH networks to collect a
wide range of per-packet and per-hop monitor-
ing information. The mechanism leverages the
space remaining in the IEEE 802.15.4e frames
and does not affect network behavior and per-
formance for piggybacking telemetry information
onto the data packets. Other specifications are



oriented toward defining a monitoring solution
that is valid for any Internet network. For ex-
ample, In-situ Operations, Administration, and
Maintenance (IOAM) [17] [18], promoted by sev-
eral companies, is an implementation that in-
cludes specific operational and telemetry informa-
tion in data packets. IOAM complements other
out-of-band OAM mechanisms that use dedicated
probe packets to convey OAM information. This
mechanism is not oriented toward deployment
across the whole Internet, but for supervised do-
mains or subnetworks within a single adminis-
tration. There are also specifications focused on
the definition of generic telemetry frameworks for
the implementation of in-band telemetry. This is
the case for In-situ Flow Information Telemetry
[19], which defines a framework for applying ex-
isting and emerging in-band telemetry techniques,
such as the IOAM (as mentioned earlier) or INT
to enable the collection of performance informa-
tion from the network. Finally, In-band Network-
Wide Telemetry is a framework based on INT [20]
that aims to extend the monitoring function to
the entire network, rather than a portion of the
network. It decouples the network monitoring
system into a routing mechanism and a routing
path generation policy and uses a path planning
policy to generate non-overlapped INT paths that
cover the entire network.

2.3.2. SDN, P4, and INT

In recent years, INT has been mainly studied
along with topics like P4 and SDN. This is be-
cause P4 can leverage INT in programmable data
planes, and SDN can play a role either in monitor-
ing or in traffic engineering. In this sense, N.V.Tu
et al. [21], and Hyun et al. [22] designed and
implemented an INT architecture for the Open
Network Operating System (ONOS) SDN con-
troller. The authors also discussed the use cases
for and limitations of deploying an ONOS-based
INT monitoring system. N.V.Tu et al. later pub-
lished a paper about a high-performance eXpress
Data Path (XDP)-based INT collector (INTCol-
lector). The merged conclusion of the three pa-
pers above is that integrating INT management
in an SDN network is useful for monitoring traffic

within SDN boundaries. However, the increase in
CPU and resource cost for processing and mon-
itoring many flows could require sampling the
monitored information or offloading some analysis
to P4 switches or NICs. The INTCollector tack-
les the overhead of CPU usage when processing
INT report packets. Shie et al. [23] also demon-
strated an implementation of the INT protocol
for metro networks. Their research aimed to col-
lect per-packet telemetry information to enforce
an adaptive QoS for the same packets that expe-
rienced different packet-treatment levels in previ-
ous network steps. In other words, a packet that
experienced high levels of delay from the access
nodes receives a better treatment closer to the
network core. The authors avoided using an SDN
controller, which guaranteed an improved packet
treatment in the data plane. At the same time,
they pointed out that the analysis of telemetry
statistics is useful for further optimizations using
the SDN controller.

As a result of the analysis presented, we observe
that existing studies have not yet merged P4,
SDN, MPLS, and telemetry. We believe ours is
the first paper to integrate the INT protocol with
next-generation SDN devices and MPLS legacy
routers.

3. Discussion about hybrid NGS monitor-
ing

This section first describes the main elements
in an INT scenario as well as the available mon-
itoring modes. Then, a discussion is presented
concerning the location of the INT header so that
traffic with appended telemetry can be appropri-
ately forwarded in an MPLS network. Moreover,
other relevant topics, such as the limitations of
the telemetry header size, switch placement, and
time synchronization, are also discussed in this
section.

INT is a framework designed by the P4 con-
sortium to promote the collection and reporting
of network monitoring information by the data
plane without requiring the intervention of the
control plane. INT packets contain header fields
that define what state information needs to be



collected and written into the packet as it tran-
sits the network. The INT architecture definition
is generic, and hence it enables several high-level
applications such as network troubleshooting, ad-
vanced congestion control, advanced routing, and
network data plane verification. With INT, apart
from reducing the overhead and going deeper into
the details obtained by the telemetry system (e.g.,
hop-by-hop behavior), the generation of telemetry
reports can be triggered by various events, such
as flow monitoring, queue congestion, and packet
drops.

Switches that implement INT can be catego-
rized into three types (as seen in Figure 2): the
INT source, the INT transit, and the INT sink.
The INT source inserts the telemetry headers in
the proper position, which varies depending on
the traffic type (virtualization, TCP/UDP, ESP,
etc.). This topic is further developed in the next
section. The INT transit is responsible for check-
ing the instruction bitmap and inserting teleme-
try information along with the metadata stack.
Finally, the INT sink clones the packet and per-
forms two tasks. First, the INT sink removes any
INT headers from the packet and forwards the
packet to the destination, with the same struc-
ture as it had when it entered the telemetry net-
work domain. Second, with the cloned packet, the
INT sink generates a telemetry report to send to
the INT collector, which is generally a server that
processes the information and stores the teleme-
try data. In some cases, the INT sink can do
some initial calculations and evaluations in reac-
tion to urgent events. Otherwise, the collector can
be used for this purpose as well as for producing
statistics based on both real-time and historical
data.

3.1. INT monitoring modes

According to the latest INT Dataplane Spec-
ification [6], INT switches can monitor packets
using three different modes. The specification
defines the INT-XD (INT eXport Data), INT-
MX (INT eMbed Instruct(X)ions), and INT-MD
(INT eMbed Data) application modes. INT-XD
refers to the previously defined postcard mode.
INT switches export telemetry data when a

packet matches on data plane tables (tracking
tables). This mode does not require modifying
packets that traverse switches, but an additional
packet (a report) is generated per switch that
exports telemetry data. In INT-MX mode, the
INT source switch embeds instructions in the
packet, and the switches along the path export
the telemetry data following a mode like the one
described for INT-XD. The packet includes the
instructions in the INT header but does not carry
any metadata. Finally, INT-MD mode allows
instructions and data to be embedded in the
packet that traverses the network (hop-by-hop
INT).

hhhhh

Figure 2: INT source, transit and sink working under INT-
MD mode placing telemetry headers between TCP header
and TCP payload.

This paper focuses on the INT-MD application
mode applied to networks that can process MPLS
packets within ISP networks. INT-MD mode re-
quires that the INT headers be embedded in the
packet. Our work focuses on INT-MD because it
provides some benefits in terms of limiting switch-
to-controller and switch-to-collector communica-
tion and generates a reduced number of INT re-
ports compared to INT-XD and INT-MX. How-
ever, one of the main disadvantages of using INT-
MD mode is that the packet size grows as it tra-
verses via INT transit devices, making it possible
to surpass the Maximum Transfer Unit (MTU)
limit.

This issue can be addressed in the following
ways:

e Modify the MTU of the link between the INT
source and sinks to a value higher than the
MTU of the preceding networks. The INT
spec recommends per-hop metadata length *



4 * INT hop count + fized INT header (12
bytes) to prevent the egress MTU from being
exceeded due to INT metadata insertion. Al-
though the most typical MTU value is 1500
bytes, the so-called Jumbo Ethernet frames
carry up to 9000 bytes of payload, which
reduces the CPU usage and the overhead.
Modifying the MTU has some side effects like
increasing the delay, which is minimized in
fiber-based deployments.

e Set the M bit in the INT header to pre-
vent other hops from adding more INT meta-
data when the MTU length is reached. This
should trigger a backup mechanism in which
every hop generates its own telemetry report
(similar to postcard mode).

e Involve INT source/transit switches in the
path MTU discovery process so that they
can report a conservative MTU value. This
causes an increment in the overhead, as
more packets will be necessary for the same
amount of user data.

e INT transit switches can perform [IPv4 frag-
mentation to overcome the egress MTU limi-
tation. However, this should be avoided as it
can dramatically downgrade the performance
of applications. Moreover, IPv6 packets can-
not be fragmented at intermediate hops.

The exact telemetry header location for INT-
MD is intentionally not specified by the INT" spec-
ification [6] authors. The headers can be inserted
as payload or as an option for many, if not all, en-
capsulation types. The following section provides
a detailed description of the possible header loca-
tions, and the locations suggested in this paper.

3.2. Discussion about INT header location

The INT specification [6] suggests locating INT
headers over TCP/UDP, GRE (IPv4 and Ether-
net), VXLAN GPE, and Geneve. While the exact
location of telemetry headers is not specified, Fig-
ure 3 shows the suggested locations for telemetry
headers (INT shim, INT metadata header, and
the INT metadata stack).
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The specification suggests that for TCP traf-
fic, the IP header’s DSCP value 0x17 can be used
to indicate the presence of INT headers after the
TCP header. When UDP is the transport pro-
tocol of the current packet being monitored, the
INT source switch could change the destination
port for a well-known port number that signals to
transit and sink switches that the current packet
has INT headers. Furthermore, the specification



also suggests that a new UDP header can be in-
troduced as an INT marker (using the same port
number criteria as for the previous case), even
when the original packet has a TCP header (which
will follow the new UDP and INT headers).

In terms of overlay protocols, the specification
describes the use of INT over IPv4/GRE, VXLAN
GPE, and GENEVE. In the case of GRE, INT is
placed behind the GRE header and uses its pro-
tocol type field to mark INT’s presence. INT’s
shim header keeps the original value of the pro-
tocol type, which varies if the following header
is IPv4/IPv6 or Ethernet (Transparent Ether-
net Bridging). In the case of VXLAN GPE, a
new field named ”Next Protocol” (compared with
VXLAN) is used to hold a value that suggests the
presence of INT, which can be found between the
VXLAN and the original payload. Similar to the
case of GRE, INT shim header holds the origi-
nal ”Next protocol” value. Finally, for the case of
GENEVE, the INT headers are placed behind a
GENEVE option specifically used for INT.

Whereas the INT specification suggests the
INT header location considering different types of
traffic, the MPLS networks can vary significantly.
The MINT specification draft [15] does not fol-
low the suggestions of the INT specification, and
it proposes a different location. In our proposal,
we follow both [6] [15] specification suggestions
and a new header locations for ESP traffic. Hav-
ing a unique header placement is not possible in
most cases, and therefore, the following sugges-
tions show locations that can overcome most of
the limitations.

First, following the original work by Thomsen
[24], and MINT [15], the first proposal suggests
including telemetry headers between the MPLS
and IP headers. The MINT draft proposes the
use of two special-purpose labels to indicate the
presence of telemetry headers. However, it is also
possible to use a 64-bit probe marker that can also
indicate the telemetry header presence. While the
marker presence can conflict with the subsequent
fields or payload, the likelihood of this happen-
ing is low [6]. We finally propose the use of an
unassigned MPLS label value (e.g., 4-6 values are
unused) that can signal the presence of teleme-

try. In this way, we save 4 bytes compared with
the MINT or INT proposals. However, this unas-
signed label would only be compliant within the
local MPLS domain, assuming tests show proper
traffic forwarding using legacy routers.

While a location between MPLS and IP has
been proven to work [24], the IP and further
header displacement could become a problem in
While this approach would
also accommodate encrypted [Psec traffic, load
balancing functionalities that require IP and
TCP/UDP header hashing would fail. Such a
case, though, could succeed with the use of MPLS
entropy labels. Furthermore, the possible over-
head for an MPLS SR case requires further MINT
label and entropy label addition. This case would
also demand an ability to push/pop deeper label
stacks. Finally, tunnel decapsulation for Penul-
timate Hop Popping (PHP) LSR routers would
remove MPLS labels but keep the telemetry head-
ers between the egress Ethernet and IP headers,
which would disable any IP forwarding for the
PHP and subsequent routers.

To this end, our work also suggests and tests
the use of INT headers as suggested in the
INT specification [6] for IPv4 and TCP/UDP
packets. The location between the TCP header
and the TCP payload (similarly for UDP) for
the INT headers and metadata stack will likely
circumvent most of the limitations encountered
by locating INT between MPLS and IP. Most
legacy routers do not require parsing ahead of
TCP and, therefore, having telemetry headers
between TCP and the payload would work in
most cases. However, this approach will not work
when packets are encrypted with a protocol such
as [Psec; in that case, INT over MPLS will still
work, despite its disadvantages.

some corner cases.

3.3. Limitations on telemetry size for INT-MD
over TCP/UDP

As INT-MD is the focus of this paper, this sec-
tion analyzes the limitations of including INT-MD
headers on packets traversing the service provider
networks. As described in Equation 1, to accom-
modate all telemetry headers, the packet’s max-



Figure 4: Proposed header location to integrate INT with
MPLS networks.

imum size (P) when received by the INT source
is highly dependent on the total number of INT
hops (H). A packet traversing from INT source to
INT sink will first increase its size by 16 bytes due
to the INT shim and INT metadata headers, and
it will also increase by 4- (H — 1) or 8- (H — 1)
bytes, with H representing the number of hops
and T representing 4 or 8 bytes, depending on
the instructions and hop metadata length.

P+ INTs+ INTy+T-(H—-1) < MTU
P+4+4+124T-(H-1) < MTU (1)
P < MTU-16-T-(H —1)
where:

MTU = Maximum Transfer Unit

P = Original packet size

INTg = INT shim header size

INT),; = INT metadata header size

T = Telemetry metadata size per hop

H = Number of INT hops

While the telemetry report is not included in
the above equation, it is important to consider the
packet size limitations. The maximum number of
bytes from the original packet that can be ap-
pended to a telemetry report is significantly more

limited than an INT-MD packet. This is due to
the fact that the INT telemetry report needs new
outer Ethernet, IPv4 or IPv6, UDP and Teleme-
try Report headers. However, it is not always nec-
essary to encapsulate the complete original packet

in the report as it can be truncated (as opposed
to INT-MD).

3.4. Switch placement

In this paper, a mixed approach (edge and tran-
sit) for SDN switch placement is proposed. The
architecture consists of P4 switches placed as La-
bel Edge Routers (LERSs) or Provider Edge (PE)
routers in sites that aggregate a high number of
customers. Ideally, a provider should try upgrad-
ing as many edge devices as possible to support
P4, although attaining such an accomplishment
requires gradual deployment. To match the INT
domain with the MPLS domain, we consider that
a minimum setup requires having at least two P4
LERs at both edges of the network. In this way,
the monitoring information can be collected end-
to-end and with consideration for having the full
MPLS domain. If only one P4 LER is configured,
INT monitoring capabilities are reduced to a por-
tion of the MPLS network. All in all, with the
use of P4 and INT, a provider can track perfor-
mance at the edge devices and track edge-to-edge
packet-based telemetry.

Furthermore, the architecture expects to have
several P4 switches working as core network La-
bel Switch Router (LSR) or Provider (P) router.
Particularly at topological positions where LSRs
have multiple links and have an influence on mul-
tiple path forwarding. The target is to optimize
the network’s performance by using the minimum
number of P4 switches for the Hybrid NGS mon-
itoring system. The topology shown in Figure 5
shows two P4 switches placed as LERs, and an-
other as an LSR, with redundant paths between
them. Replacing a legacy router at an appropriate
LSR topology location enables SDN controllers to
command P4 switches to redirect traffic via one
of several possible paths to reach the same end-
point. P4 switch tables can be programmed at
runtime to apply forwarding rules after analyzing
the timestamps of packets forwarded via multi-



ple paths. This enables new MPLS-TE proce-
dures that take advantage of telemetry to make
forwarding decisions. While a gradual replace-
ment of legacy LSRs by P4 switches is required, a
minimal configuration only requires two P4 LERs,
so setting up at least one P4 LSR is suggested so
that advanced monitoring strategies can be im-
plemented (e.g., path verification). In fact, the
greater the number LSRs deployed, the greater
the granularity will be provided by the monitoring
system, which allows for more precise telemetry.

Collector

control plane control plane

Centralized

control plane

Figure 5: Example of P4 switch integration in a generic
MPLS network.

3.5. Timestamping and time synchronization

P4 switches can leverage timestamps to mea-
sure the actual end-to-end latency of customer
packets without inserting probes. Indeed, probes
may not receive the same treatment from pro-
grammable and legacy routers (lack of same head-
ers, lack of a particular payload, inability to re-
produce the same header values, etc.). Therefore,
employing specific user data packets provides a
detailed view of the treatment of these packets.

Timestamping requires precise time synchro-
nization, which is generally obtained with the
use of Global Positioning System (GPS) modules
embedded in commercial P4 devices. Network-
dependent alternatives such as Precise Time Pro-
tocol (PTP) can also be used, as long as it is
understood that they produce a sync error due
to their dependency on network behavior (e.g.,
PTP server placement). However, this error can
be considered negligible (if measured in nanosec-
onds or microseconds) compared with the mea-
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sured end-to-end latency (which is generally mea-
sured in terms of milliseconds).

Finally, it is worth mentioning that in this
work, no synchronization mechanism is needed as
we use an emulated architecture that allows us to
set timestamps using the same physical P4 tar-
get.

4. Description of the hybrid NGS monitor-
ing integration

This section first explains the ISP use case to
build a hybrid NGS network, and then it describes
control and data plane designs for the P4 switches
to implement INT in a hybrid SDN network based
on MPLS. Topics such as the control plane inte-
gration and data plane offloading of various net-
work functions are addressed in the following sub-
sections.

4.1. Internet Service Provider use case

Often, ISPs have a considerable number of
MPLS routers that have no telemetry capabilities
or that cannot be commanded by an SDN
controller using OpenFlow or P4Runtime. The
cost of deploying a complete NGS network is too
high when the devices in the network involved
can be counted in tens or hundreds. Deploying a
new type of architecture requires a considerable
amount of know-how within the engineering team
too. Moreover, the available switches with an
Application-Specific Integrated Circuit (ASIC)
that can be programmed using P4 support
high data rates compared with average legacy
enterprise routers. In terms of cost, replacing
many routers can result in high expenditure and
therefore the inclusion of P4 switches must be
planned and gradually deployed for value-added
use cases (as analyzed in the previous section).

In our research, the experiments included Cisco
MPLS access routers used to connect enterprise
and service provider networks. The MPLS im-
plementation of these routers, the one leveraged
with the programmable ASIC and a custom con-
trol plane demonstrates that the implementation
of this study is compatible with devices running
in provider networks.



4.2. Control plane design and integration

To integrate P4 switches in MPLS networks,
the control plane must include the same applica-
tions and process protocols that legacy routers
do. The actual application deployment may
vary from network to network. Therefore, this
section presents an overview of the requirements
in terms of control plane applications that must
be included to provide a basic MPLS integration.
It is worth noting that a more complex MPLS
configuration might lead to developing additional
features in hybrid NGS control planes.

Generally, MPLS networks run an Interior
Gateway Protocol (IGP). Several IGP protocols
like Open Shortest Path First (OSPF), Interme-
diate System to Intermediate System (IS-IS), or
Routing Information Protocol Version 2 (RIPv2)
are applied as IGP protocols for MPLS networks.
The use of IGP protocols is important because
they retrofit the label distribution scheme by pro-
viding a route for the internal network (among
other functions). As MPLS networks differ in
their features and functionalities (RSVP-TE im-
plementation, proprietary IGP protocols, EGP
support, etc.), the SDN control plane may also
need to implement the BGP protocol, especially
PE routers. Figure 6, shown below, describes a
general view of the necessary protocols and data
plane implementations to be included by the P4
data plane and its centralized and/or local control
plane.

SDN Controller

I

| Y

|
@ { MPLS table IP table

P4 switch

Figure 6: Required minimum control and data plane con-
figuration to enable hybrid SDN and legacy MPLS routers.

In our deployment, the legacy routers are
manually configured (i.e., interface modes, IP
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routing, MPLS rules, etc.). Therefore, the P4
switch control plane only needs to support some
of the LDP session messages. The complete
message exchange is shown in Figure 7. In our
deployment, we incorporate a centralized control
plane and a local control plane to partition the
applications. The deployment keeps MPLS for-
warding, IP forwarding, and INT applications in
the centralized control plane. However, the local
control plane incorporates the LDP session appli-
cation (TCP session for Initialization Messages,
Keep Alive Messages, Address Message, etc.).
Moreover, the deployment also accommodates
both the Address Resolution Protocol (ARP)
responder and the continuous LDP Hello message
process, both locally and offloaded to the data
plane. Whether the local control plane or the
offloaded version is used for testing is has no
repercussion with results in Section 6.

* ARP & LDP Hello:
+Local CP or data plane offl.
* P4_LSR_ID=192.168.0.20

@

P4 switch

SDN centralized
control plane

Local control plane
CE (or P router)

N
S

W1

ure

P legacy
router (or CE)

[—————Push P4 code__{,
pushMPLS, P, ARP, | )
LOP Hello and INT rules]————_{
LOP Hello, |
K—LRD_ID=192.168.0.100
LDP Hello,
LRD_ID=192.168.0.20 |

K—MAC addr of 192.168.0.207 |
[——192.168.0.20's MAC s

00:00:00:11:22:33
3 WAY HANDSHAKE
TCP_SRC_PT & TCP_DST_PT= 646

Initialization Message™ 1
—

Initialization Message™

| Address Message— ]
[ Address Message.
N [ —
‘Address Message___|
l———LOP Hello——
N
P packet or MPLS packet— —_—
| F—push/pop/swap label and

PradetorMPispacke— | forward packet

—  Push INT headers
and forward to next hop

Figure 7: P4 control and data plane message exchange to
integrate with legacy routers.

4.3. Data plane design and offloading

The advantage of programming the data plane
is that tables can be organized and programmed
as required. To follow the design of MPLS net-
works, developers need to include MPLS and IP



tables to forward traffic according to control plane
rules and the traffic types traversing the switch.
Additionally, one or more INT tables are also
needed to indicate the switches when to push INT
headers, add telemetry to the stack, and finally
pop headers and generate reports.

Despite the mandatory tables for traffic for-
warding and INT implementations, using P4 de-
vices offers the possibility to offload functions to
the data plane to implement several network func-
tions. To ease the task of adapting every ap-
plication needed in the local or centralized con-
trol plane, some functions can be offloaded to
P4. For instance, the ARP responses and the
periodic LDP Hello message responses can be of-
floaded. Generally, the control plane for P4 pro-
grammable devices needs an ARP responder, ei-
ther as a Proxy-ARP application in the central-
ized control plane or as a standalone local appli-
cation. The ARP application is needed before the
P4 switches, and legacy routers start an LDP ses-
sion. When ARP is used as an offloaded app, the
centralized control plane pushes a minimum set of
rules so that ARP requests are answered by the
data plane for the appropriate requested IPs, and
the LDP Hellos are sent with the correct LSR IDs.
Figure 8 below shows how the apps are deployed
in each control plane, and how the ARP and LDP
Hellos can be offloaded to the data plane.

Remote SDN control plane

J

Local control plane

{

T

P4 switch

INT
Monitoring
Evolved
MPLS-TE

SLA
MPLS fwd
IP fwd

LDP Hello | LDP Session

Function
offloading

LDP
Hello | Responder| table | table

Figure 8: App distribution for centralized and local control
plane. Function offloading is shown for ARP and LDP
Hello messages.

While the control plane is freed from answer-
ing ARP requests or LDP Hello messages, one
of the disadvantages of offloading the LDP Hello
messages to the data plane is that if the local con-
trol plane fails (the one in charge of LDP sessions
and distributing MPLS labels in actual deploy-
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ments), then a legacy router might interpret that
the router is still working properly. This could
happen because ARP responses and LDP Hello
messages continue to be sent even if the control
plane fails, as long as rules persist in the tables.

5. Monitoring feature description and ver-
ification

This section presents several use cases for hy-
brid NGS monitoring system operating on top of
a legacy MPLS network. The cases presented in
this section demand switch placements that re-
quire LERs or specific LSRs to be replaced with
P4 switches. In most cases, devices that perform
as INT sink require to be programmable switches
(like a P4 LER) if no other INT compatible de-
vice is found in the path (such as a P4 LSR). In
any other case, P4 switches can still be used as
LERs performing Ultimate Hop Popping (UHP),
and legacy routers can be PHP LSRs.

5.1. MPLS label verification

One of the advantages of appending telemetry
headers to packets in hybrid NGS networks is that
new instructions (in the instruction bitmap) can
be assigned to custom functions. In this case, the
network will monitor the path labels, providing a
toolset for MPLS fault management. Because it is
a hybrid NGS network and the network includes
P4 devices, the number of labels that can be car-
ried is limited to the links in which P4 devices are
present, and MPLS headers are used.

&—S5b—>
‘ switch id ‘

20 br
Label ‘

5b 1b—><¢—1b—>

‘in/out‘ bos ‘

port

Figure 9: New telemetry header: MPLS label verification
metadata that is inserted into the metadata stack.

To accommodate this case, a new teleme-
try (metadata) header is created. There is no
such header in the previous specifications that
combines the information included in the label
verification header. This new header includes
the switch ID, MPLS label, ingress/egress port,
in/out bit marker, and a bottom-of-stack bit.
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Figure 10: MPLS label verification mode to ensure the
configuration matches the expect behavior.

With this header, any P4 switch in the LSP, com-
manded by the SDN controller, can include in/out
MPLS labels.

This use case is convenient when service
providers need to verify the path that a packet
traverses, and the use of the hybrid SDN network
can reveal partial MPLS label information. Along
with the ports used to forward the traffic, service
providers can compare this information with the
expected LSPs.

5.2. Next-hop(s) legacy pipeline monitoring

In this case, active probes and INT headers
are combined in the same packet. A P4 LSR
with multiple paths and legacy devices as next
hops can forward a probe that has purposely been
crafted so that a legacy next-hop sends it back
to the same P4 LSR with appropriate informa-
tion in the INT stack. This process involves
adding a timestamp to the metadata stack of
the probe packet when it is sent to legacy device
(egress timestamping) and also when it is received
(ingress timestamping). Subtracting egress and
ingress timestamps show an approximate pipeline
latency (processing time) at the legacy device, ig-
noring the propagation time. This feature is use-
ful to measure with certain accuracy the pipeline
of legacy devices, for instance, to detect conges-
tion in queues.

5.3. Path latency verification

In this scenario, a service agreement that tries
to establish forwarding based on paths with low-
est latency can be verified. The INT sink switches
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INT Shim

Probe

Monitoring
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1P
MPLS
Ethernet
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“+{_Ethernet

W1

Payload
Egr. ts
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T Shim
L3/L4
INT Rep.
L2/13/14
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Figure 11: Telemetry mode to test next-hop(s) pipeline
performance.

can monitor the end-to-end time that packets ex-
perience and notify the INT collector when any
service agreement is broken. The customer Ser-
vice Level Agreement (SLA) monitoring applica-
tion can determine that when a particular per-
centage of packets experience higher latency than
the one agreed and determine that an SLA might
have been broken. This could be an interesting
service for customers who would like to actively
monitor service agreements.
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Payload NT Shim Payload
TCP/UDP CP/UDP TCP/UDP
P 1P 1P
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Figure 12: Verification mode to confirm that service agree-
ments are fulfilled.

5.4. Traffic engineering

Telemetry data can be used to make opti-
mized forwarding decisions and implement ad-
vanced Traffic Engineering (TE) techniques. As
an example, a multi-path traffic monitoring sys-
tem can help a hypothetical evolved MPLS-TE
(eMPLS-TE) mechanism to provide a path with



the lowest possible latency. In this case, a P4
LSR switch between both LERs replicates (a few)
packets via multiple paths. At the endpoint, and
following the network in Figure 13, the LER dis-
cards two out of the three packets but still sends
three reports to the INT collector. When several
packets have been monitored, the eMPLS-TE will
be able to build a short-term end-to-end latency
picture and decide, if necessary, to change the
P4 LSR’s default forwarding path. Additionally,
probe packets or packets from different customers
could also provide end-to-end latency information
in additional paths without replicating packets.

Besides end-to-end latency, measuring network
devices’ interface utilization allows having a near
real-time image of link utilization in the network.
P4 LERs and LSRs report the received /transmit-
ted packet rates at every interface, which means
that all the interfaces connected to those devices
are supervised. The eMPLS-TE mechanism is
thus able to compute the available link capacity
(Available LinkUsage = Total LinkCapacity —
CurrentLinkUsage) in order to provision paths
according to the required bandwidth stated in the
SLA for each customer service.

Finally, buffer and queue occupancy statistics
provide an overview of the congestion of the net-
work, which provides feedback to the eMLPS-TE
mechanism so it can reroute packets through al-
ternative MPLS paths for congestion control.

Payload
Egr.tsn
INT Meta
INT Shim
TCP/UDP
1P

paths

SDN Controller

Figure 13: Multi-path latency measurement to retrofit an
eMPLS-TE mechanism to route via the path with lowest
latency.

6. Monitoring validation and discussion

In this section, several tests are performed to
validate INT-MD integration in MPLS traffic and
test the novel monitoring features described in the
previous section.

6.1. Test environment

The HPE ProLiant DL380 Gen9 Server was
used to emulate the different scenarios. The
server includes an Intel Xeon CPU E5-2620 v4
running at 2.10GHz and 4x16GB Single Rank x4
DDR4-2400 registered memory kits. The phys-
ical P4 NIC was deployed using a Netronome
P4 SmartNIC ISA-4000-10-2-2 (PB Agilio CX
2x10GbE). The emulator used in the tests was
GNS3 v2.2.10, and the legacy routers were emu-
lated in this environment. The emulated routers
were the Cisco 3725 that run Cisco IOS 3700 Soft-
ware (C3725-ADVENTERPRISEK9-M), Version
12.4(15)T'14. The tests in Sections 6.2 and 6.3
make use of the P4 SmartNIC and the server. The
tests in Section 6.4 use the HPE server provid-
ing the emulation of the network and the legacy
routers and integrate the Edgecore Wedge 100BF-
32X programmable switch. The Cisco switches
(running on the GNS3 emulator) and the pro-
grammable switch are connected using an Intel
XL710-BM1 Quad-Port 10G SFP+ Ethernet net-
work interface card. Our testing scenarios and de-
veloped code used in this paper have been shared
in a public repository [25] containing the following
main contributions:

e The Programmer Studio control plane and
the P4y, source code for the Netronome
SmartNIC.

e The Python Barefoot Runtime (BFRT) rules
and the P44 source code for the Edgecore
Wedge switch.

e The LDP control plane and ARP control
plane (when not offloaded to the data plane)
for both targets.

e The source code and commands to test each
of the cases presented in Section 6.4.1.



Localization Forwarding | Possible marker 1 size Possible marker 2 size 5-tuple LB support PHP legacy supp. UHP legacy supp.
Between MPLS and IP Yes 64 bits (2 x MPLS hds) 32bits (1 MPLS hd) No* No No
Between TCP/UDP and Payload Yes 0 bits (DSCP/UDP DST PORT) | 64-bit (new UDP or probe) Yes Yes Yes
Between IP and ESP Yes 0 bits (DSCP/UDP DST PORT) | 64-bit (new UDPfor probe) N/A Yes Yes

* While 5-tuple load balancing is not supported, MPLS entropy labels can be used to circumvent this problem.
 An specification draft proposes to include UDP header for ESP traffic in order to enable load balancing. This would not count as extra size.
#Would never support 5-tuple load balancing but current routers support defining hash fields to use.

Table 1: Comparison of major features for each header placement that were verified to allow forwarding using legacy

MPLS routers

Figure 14 shows how the emulated legacy
routers communicate with the physical P4 switch.
The emulation environment offers the possibil-
ity to connect the emulated legacy routers (Cisco
3725) with the physical server’s network inter-
faces, offering a bridge between the host com-
puter’s virtual/physical interfaces and the emu-
lator. Some of the network interfaces on the host
server were exposed by the P4 SmartNIC’s virtual
interfaces, which also offers two physical ports. In
this way, the SmartNIC offers the possibility to
emulate up to 32 interfaces (plus the two physical
ones), as if it were a P4 switch.

The centralized control plane is managed via
the SmartNIC Programming Studio application,
while the local control plane uses one of the vir-
tual interfaces. Because the same switch is used
to represent different switches in the topology,
each local control plane application (as many P4
switches are added to the emulator) must be at-
tached to a different virtual interface. In Fig-
ure 14, the ARP and LDP Hello messages are
located in the local control plane to show the
difference compared with Figure 7, which imple-
ment offloaded and local control plane apps, re-
spectively. As mentioned, the location of the ap-
plications is inconsequential for testing purposes
but offers new possibilities for offloading further
applications to the data plane.

6.2. Monitoring system wvalidation and telemetry
header placement verification

To demonstrate that INT-MD can be used in
provider networks, the proposed header locations
need to be tested to check if the traffic can be
forwarded as expected. This test’s main goal is to
prove the feasibility of INT-MD for the provider’s
traffic and test if the legacy routers can forward
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Figure 14: Message flow between legacy routers and the
physical switch and control planes.

the traffic.

The linear topology used for the tests is shown
in Figure 15. The devices in this topology repre-
sent an LSP that comprises P4 and legacy routers.
The LERs and the central LSR are P4 switches,
as suggested in Section 3.4.

Figure 15: Linear testing topology.

The experiments confirmed that telemetry
headers can be placed and forwarded using any
of the proposed header locations: between MPLS
and IP, between TCP and TCP Payload, and



between IP and ESP. In every test, the legacy
routers were able to swap labels and forward the
packets to the next hop. We also tested whether
the P4 LER switch could push MPLS labels and
INT-MD headers and metadata too. The follow-
ing P4 switches also inserted the necessary teleme-
try data. Figure 16 shows the bytes of the packet
content at the sink P4 LER switch (LER_2) before
being encapsulated as a report.
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Figure 16: INT-MD and ingress timestamps over
IPv4/TCP Wireshark packet capture at P4 LER_2 before
encapsulation into an INT report.

The tests demonstrate that IP and TCP head-
ers are not necessary for legacy routers to perform
MPLS-based forwarding. However, we found that
[P and TCP/UDP fields can be used for differ-
ent purposes in current provider MPLS networks.
Therefore, table 1 summarizes the supported and
unsupported features that each placement pro-
vides, and that may lead a provider to choose one
placement or another.

As a general consideration, the placement that
is most beneficial for provider traffic is INT-MD
over TCP/UDP and payload. This is because
placing the header between MPLS and IP pre-
vents providers from using load balancing tech-
niques that require IP and TCP/UDP fields. Still,
using entropy labels can solve the problem pre-
sented for INT-MD over MPLS. However, this
requires an additional MPLS header. Added to
the possible pair of MPLS headers used as mark-
ers, forwarding devices (legacy or programmable)
require the ability to parse four MPLS headers,
which may be close to the maximum number
of MPLS headers that P4 switches and legacy
routers can parse. While it has been tested to
work with a P4 LER and legacy LSRs, using
INT-MD over MPLS is discouraged because this
method does not comply with how legacy PHP
or UHP routers operate. When MPLS headers
are popped, INT-MD headers remain between the
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Ethernet and IP, preventing IPv4/IPv6 forward-
ing by legacy LERs or PHP LSRs.

To address the case of having encrypted pack-
ets, the use of telemetry headers between IP and
ESP headers, as shown in Figure 4 is recom-
mended (INT-MD over TCP/UDP does apply).
In this case, placing telemetry headers after 1P
would likely be safe as intermediate devices would
probably interpret INT headers and the metadata
stack to be part of ESP. If any intermediate sys-
tem needs to process the SPI and the sequence
number, then placing telemetry headers after the
first 64 bits of ESP would be a solution.

6.3. MPLS label verification

After the header placement is decided, there
are several use cases to test due to the practi-
cality of using INT-MD-based telemetry headers
in the traffic of provider networks. As explained
in the previous section, this study created a new
INT monitoring header for MPLS networks that
was not proposed in other studies so far. Since a
packet can carry all the MPLS labels (traversing
in and out of a P4 device) in the same packet, it
is beneficial for tracking the labels used in hybrid
NGS and MPLS networks. The P4 code shown in
Listing 1 adds the nth label verification teleme-
try header. It is important to mention that this
use case is different from the ones mentioned in
the INT standard, and unassigned instruction bits
must be used to accommodate this use case (e.g.,
using reserved bits from the instruction bitmap).

action add_out_label(my_id){
add_header (int_label_ver [n]);
modify_field(int_label_ver[n].id, my_id);
modify_field(int_label_ver[n].label, mpls.label);
modify_field(int_label_ver[n].port, 0);
modify_field(int_label_ver[n].in_out, 1);
modify_field(int_label_ver[n].bos, 1);
subtract (int_label_ver [n].port,
standardmetadata.egress_port, 0x300);
modify_field(int_label_ver[n-1].bos, 0);
}

Listing 1: P4y4 code to add the nth label verification
header to the stack.

The traffic capture in Figure 17 shows the cor-
respondence of headers and bytes of the packet.
In our case, the switches in the path were able
to capture four labels in total. The use of a P4
LSR helps in this case because using more links
increases the probability of monitoring two links.
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Figure 17: INT-MD and MPLS label verification headers
at P4 LER_2

Moreover, the P4 code of the MPLS label veri-
fication header named ”int_label verify t” is ex-
plained. Each field is assigned to the proper bits
of one of the ”int_label verify” headers. The cur-
rent header refers to P4 LSR (switch 2), which
added the output label 1003 and the port.

6.4. Path latency and traffic engineering

In Section 5.3 and 5.4, we described how the
telemetry can be used to account for end-to-
end path latency and help apply traffic engi-
neering rules. Our test scenario deployed a sin-
gle Edgecore Wedge 100BF-32X programmable
switch along with the GNS3 emulator on the
server. The switch and the emulator were con-
nected using 4x10 GbE SFP+ interfaces. These
interfaces served as a passthrough between the
Cisco routers and the physical switch. As seen in
Figure 18, the deployed switch works as the first
and last hop MPLS router (LER), inserting and
deleting MPLS labels (UHP) and telemetry head-
ers and values. Figure 19 represents the physical
connection of the different components for build-
ing the logical topology seen in Figure 18.

In this test case, a single programmable switch
is used. Therefore, it is unnecessary to use
any synchronization protocol. The global time
counter used on the same switch is sufficient to
record timestamps and calculate the end-to-end
latency. Because the counter rolls over after a
determined time, the first switch’s timestamp
value needs to be lower than the last switch’s
timestamp value (else, the rollover needs to be
taken into account when processing timestamps).
If several switches are deployed to measure the
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Figure 19: Physical connection of the emulator and the P4
switch

same behavior, a supported synchronization
protocol needs to be deployed (e.g., PTP) or
other supported standards such as the GPS.
Depending on the network conditions and the
chosen synchronization, the expected accuracy
may vary, which can complicate precise latency
measurements. Still, achieving millisecond pre-
cision is plausible, and the tests shown in this
section will adjust the forwarding path when the
time difference between paths reaches tenths of
milliseconds. It is still possible to forward traffic
using different paths if microsecond precision
is achieved. Still, decisions that trigger such
network forwarding changes should first measure
a considerable number of packets suffering from
increased latency and still expect variable latency
values that accommodate the jitter.



Figure 20 shows two flows being tested in the
MPLS network. The first flow (Flow 1, blue)
flows via PATH 1 as stated in Figure 18. The
second flow (Flow 2, red) is forwarded via PATH
2. PATH 1 experiences an additional 40 ms of la-
tency (45 ms jitter) compared with PATH 2 from
the beginning of the tests. The additional latency
is enforced at each path using the NetEm utility
at GNS3. From the beginning until marker (),
both flows traverse their assigned paths.

When the control plane processes the latency
of both flow paths and the traffic engineering ap-
plication is activated, it decides to change the
MPLS labels at the first P4 LER, changing Flow
1’s packets to PATH 2. From marker (1) to marker
(2), both flows experience a similar end-to-end la-
tency. At marker, (2), the latency along PATH
2 is purposely modified so that both flows now
experience an additional 55 ms (42 ms jitter) of
latency.

—— Flow 1 with TE
Flow 2 without TE

Forwarding is
changed basqd | ,
on timestampp

Flow 1 change:
to original path|
but flow 2 stay:
in the same
(delayed) patt|

One-way end-to-end latency (ms)

400
Packets

600 800

Figure 20: End-to-end latency results for two different
flows

Between marker (2) and marker (3), the initial
latency imposed on PATH 1 is reduced to 5 ms
(+1 ms of jitter), and because Flow 1’s traffic is
adjustable, the first P4 LER changes the MPLS
tags and uses the original path, considerably re-
ducing the experienced end-to-end latency. Al-
though we had not decided when to switch paths,
it is important to note that triggering a change
on the network, such as a path change, should
modify the state of as few devices as possible and
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should not be done frequently (i.e., paths should
not change every few seconds but only when a
second path is expected to offer better resources
for a fair amount of time).

6.4.1. MPLS and INT effect on a programmable
pipeline

This section compares different cases that do
and do not perform INT processing to demon-
strate the overhead of performing telemetry tasks
on a programmable switch. In our tests, the P4
switch functions as an L3 router (Case A), as
a regular MPLS LER (Case B), an MPLS LER
and INT source (Case C), as an MPLS LSR and
INT transit (Case D), and finally as an MPLS
LER and INT sink (Case E). In all cases (see Ta-
ble 2 and Table 3), the packets included a 1000
byte payload, and the time spent on the pipeline
was measured as the difference between the egress
MAC timestamp and the ingress MAC times-
tamp. For each case, the packet sent to the switch
was custom-crafted with the appropriate head-
ers. For instance, when the switch is tested as an
MPLS LSR and INT transit (Case D), the packet
already includes the appropriate MPLS and INT
headers when it is parsed and processed by the
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Figure 21: Pipeline latency for cases A to E

As shown in Figure 21, the switch performs best
when the fewest tables are matched and actions



Cases Role Description
Case A L3 router This is the reference case in which a packet is fully parsed (Ethernet/IPv4/UDP or TCP) and L3 forwarding is done.
Case B MPLS LER Extending C: , this data plane performs as an MPLS LER, adds the MPLS header and MPLS fields. Forwards the traffic based on the MPLS label.
Case C | MPLS LER + INT source | Same case as Case B but the device performs as an INT source (adds INT shim and metadata headers and also the INT metadata stack) to the packet
Case D | MPLS LSR + INT transit | In this case, the switch parses as many headers as a packet could include (Case A packet + MPLS + all INT headers). Adds telemetry to the INT metadata stack and exchanges the MPLS label.
Case E | MPLS LER + INT sink | This final case represents an INT sink that removes all the INT headers and performs L3 forwarding.
Table 2: Description of each use case, including the major actions performed.

Ethernet MPLS IPv4 UDP INT shim INT metadata INT metadata stack
Cases P A|R D P A|F|R D P A|F|R D P A|R D P A|R D P A|R D P A|R D
Case A | In-Eg In-Eg In-Eg In-Eg | In-Eg In-Eg
Case B | In-Eg In-Eg | Eg In-Eg | In-Eg In-Eg | In-Eg In-Eg
Case C | In-Eg In-Eg | Eg In-Eg | In-Eg In-Eg | In-Eg In-Eg | Eg In-Eg | Eg In-Eg In-Eg
Case D | In-Eg In-Eg | In-Eg In-Eg | In-Eg In-Eg | In-Eg In-Eg | In-Eg In-Eg | In-Eg In-Eg | In-Eg In-Eg
Case E | In-Eg In-Eg In-Eg In-Eg | In-Eg In-Eg | Eg In-Eg In-Eg

" A green colored cell

indicates that a particular action (P, D, A, R, F was perfomed for a particular case. P indicates that the header is parsed, D indicates that the header is deparsed,

A implies that a header has been added (not parsed but deparsed), R means that a header has been removed (parsed but not deparsed) and /' indicates that the header has been used to
determine forwarding. Having the PSA architecture as a reference (see Figure 1b), In (for Ingress) and/or Eg (for Egress) at P and D column boxes implies that parsing or deparsing has

been done in one or both pipelines.
“MPLS header removal | was perfomed at a PHP router not the at the INT sink.
" Case E does not generate the INT report and is not included in this table.

Table 3: Comparison of header actions performed in each case

executed and but primarily when the fewest head-
ers have to be parsed. Case A and B perform
similarly, and although Case B adds an MPLS
header, the time needed by the switch to execute
it is indistinguishable from L3 forwarding (Case
A). Cases C to E show significantly different re-
sults. When INT-related actions are performed,
the ingress parser and egress parser need to parse
INT headers, and the time spent on those tasks is
higher than cases A or B. For instance, the median
time spent on Case C was 25 ns higher than Case
A or B. While Case C results were expected, the
number of data plane actions performed by Case
D is lower than those of Case C, although a sim-
ilar pipeline latency was expected. However, the
results show that an MPLS LSR and INT transit
pipeline latency, Case D, is higher than Case C.
The reason for this is because more headers must
be parsed and deparsed at both ingress and egress
compared with Case C. Similarly, Case E would
probably require more time to execute all tasks,
as more tables have to be applied, and more ac-
tions have to be executed. However, the results
show a 10ns lower median pipeline latency than
Case D. Once again, the explanation points out
to the parser because fewer headers have to be
deparsed at egress, taking less time to output the
packet.
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7. Conclusion

This work has proved the feasibility of deploy-
ing a hybrid NGS monitoring system over a legacy
MPLS network and that deploying P4 devices
opens the door to a set of new monitoring fea-
tures. The ability of P4 to program packet pro-
cessing pipelines enables the implementation of
MPLS label and path latency verification mecha-
nisms, which are both useful to check the compli-
ance of SLAs. Moreover, this paper also presents
the applicability of promising TE mechanisms to
improve traffic flows Quality of Service (QoS).
The simulation tests demonstrated the possibility
to use telemetry information (e.g., end-to-end la-
tency) to feed-back traffic engineering algorithms
and change the forwarding rules at runtime. The
data plane code developed for tests shows that no
significant delay is imposed on packets with INT
metadata appended to the stack.

While this research work achieved promising re-
sults for integrating P4 programmable switches
and legacy MPLS routers, the effort required
for implementation was demonstrated to be sig-
nificantly higher than expected. While open-
source centralized control planes are available,
an attempt to build a fully functional MPLS-
compatible control plane requires a significant
amount of development. Implementing a fully




functional LDP application and a full-featured
IGP can indeed be a burdensome task that may
prevent service providers from integrating an SDN
network using programmable devices along with
their networks. While the deployment effort is
high, the advantages of incorporating a hybrid
NGS network are numerous. Incorporating an in-
band telemetry protocol like INT to monitor ser-
vice providers’” MPLS traffic can provide insight
into the provider’s network and feed-back applica-
tions that enhance traffic forwarding procedures.
INT header integration and MPLS label verifica-
tion were deployed and tested to work with P4
switches and legacy MPLS routers. Finally, the
use cases that leverage end-to-end latency tests
(e.g., SLAs, eMPLS-TE, etc.) should be tested
using time synchronization mechanisms in future
work to corroborate our tests in this study.
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