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TIME-DEPENDENT HERMITE-GALERKIN SPECTRAL METHOD AND ITS

APPLICATIONS

XUE LUO, SHING-TUNG YAU, AND STEPHEN S.-T. YAU

Abstract. A time-dependent Hermite-Galerkin spectral method (THGSM) is investigated in this
paper for the nonlinear convection-diffusion equations in the unbounded domains. The time-
dependent scaling factor and translating factor are introduced in the definition of the generalized
Hermite functions (GHF). As a consequence, the THGSM based on these GHF has many advan-
tages, not only in theorethical proofs, but also in numerical implementations. The stability and
spectral convergence of our proposed method have been established in this paper. The Korteweg-de

Vries-Burgers (KdVB) equation and its special cases, including the heat equation and the Burgers’
equation, as the examples, have been numerically solved by our method. The numerical results are
presented, and it surpasses the existing methods in accuracy. Our theoretical proof of the spectral
convergence has been supported by the numerical results.

1. Introduction

Many scientific and engineering problems are naturally modelled in the unbounded domains. One
way to numerically solve the problems is to restrict the model equation in some bounded domain and
artificially impose some boundary condition cleverly. Whereas this introduces errors even before the
implementation of the numerical scheme. Another more suitable way is to use the spectral approaches
employing orthogonal systems in unbounded domain, such as using Laguerre polynomials for the
problems in semi-bounded or exterior domains [9, 15], and using Hermite polynomials for those in
the whole space [1, 5, 6, 11, 18].

Although the freedom from artificial boundary condition is very attractive, the Hermite spectral
method (HSM) is only widely studied in the recent decade, due to its poor resolution without the
appropriate scaling factor. Gottlieb and Orszag [7] claim that to resolve M wavelength of sinx, it

requires nearly M2 Hermite polynomials. The Hermite functions, defined as
{

Hn(x)e
−x2
}∞

n=0
, have

the same deficiency as the polynomials {Hn(x)}∞n=0. The importance of the scaling factor has been
discussed in [23, 21]. It has been shown in [2] that the scaling factor should be selected according
to the truncated modes N and the asymptotical behavior of the function f(x), as |x| → ±∞. The
optimal scaling factor is still an open problem, even in the case that f(x) is given explicitly, to
say nothing of the exact solution to a differential equation, which is in general unknown a-priorily.
Recently, during the study of using the HSM to solve the nonlinear filtering problems, Yau and the
author gave a practical strategy in [17] to pick the appropriate scaling factor and the corresponding
truncated mode for at least the most commonly used types of functions, i.e. the Gaussian type and
the super-Gaussian type. Thanks to this guideline, the Hermite-Galerkin spectral method (HGSM)
becomes implementable.

In the literature of solving partial differential equations in unbounded domains using HSM, nearly
all the schemes are not direct Galerkin ones. As far as the author knows, there are at least two
possible reasons:

(1) The lack of the practical guidelines of choosing appropriate scaling factor before [17] makes
the direct Galerkin method infeasible.

(2) When directly applying traditional definition of Hermite functions (i.e., {Hn(x)e
−x2}∞n=0) to

second-order differential equations, it is found in [8] that the stiff matrix is of nonsymmetric
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bilinear form, which has no property of coercity. In other word, the stability can not be
established by using the classical energy method.

To overcome the obstacles above, Funaro and Kavian [6] first consider the use of the Hermite
polynomials to approximate the solutions of some diffusion evolution equations in unbounded do-
mains. The variable transformation technique is introduced to get better resolution. Later, Guo [8],
Guo and Xu [11] developed the Hermite polynomial spectral and pseudo-spectral methods, where

the transformation U = e−x2

V is used, and then V is approximated by the Hermite polynomials.
Ma, Sun and Tang [18], Ma and Zhao [19] introduced a time-dependent parameter to stabilize the
scheme, which is based on the traditional defined Hermite functions. However, no discussion was
given on how to choose such parameter for the particular problems.

The aim of this paper is to develop a time-dependent Hermite-Galerkin spectral method (THGSM)
to approximate the solution to the nonlinear convection-diffusion equations with high accuracy. The
time-dependence is reflected in the definition of the generalized Hermite functions (GHF), where the
scaling factor and the translating factor are the functions of time. The choice of the time-dependent
scaling factor can follow the guidelines in [17], while the time-dependent translating factor mainly
deals with the time-shifting of the solution, see examples in section 4.3. The advantages of our
THGSM are the following:

(1) It is a direct Galerkin scheme, which can be implemented straight forward. And the resulting
stiffness matrix of the second-order differential equations are of nice properties. For example,
it is tri-diagonal, symmetric and diagonally dominant in the linear case, i.e. g(u) ≡ 0 in
(3.1); it is symmetric for the Burgers’ equation, i.e. g(u) = u

2 in (3.1).
(2) The proofs of stability and spectral convergence are greatly simplified, thanks to the defini-

tion of GHF. They are analyzed in the L2 space, instead of the weighted one as in [18].
(3) From the numerical simulations in section 4, our scheme outperforms nearly all the existing

methods in accuracy.

An outline of the paper is as follows. In section 2, we give the definition of GHF and its properties.
For the readers’ convenience, we include the proof of the error estimate of the orthogonal projection.
Our TGHSM to solve the nonlinear convection-diffusion equations is introduced in section 3. The
stability analysis in the sense of [8] and the spectral convergence are shown there. Section 4 is
devoted to the numerical simulations, where we compared the numerical results with those obtained
by other methods in some benchmark equations.

2. Generalized Hermite functions (GHF)

We introduce the GHF and derive some properties which are inherited from the physical Hermite
polynomials. For the sake of completeness, we give the proof of the convergence rate of the orthogonal
approximation.

2.1. Notations and Preliminaries. Let L2(R) be the Lebesgue space, which equips with the norm

|| · || = (
∫

R
| · |2dx) 1

2 and the scalar product 〈·, ·〉.
Let Hn(x) be the physical Hermite polynomials given by Hn(x) = (−1)nex

2

∂n
xe

−x2

, n ≥ 0. More
practically, the three-term recurrence

H0 ≡ 1; H1(x) = 2x; and Hn+1(x) = 2xHn(x)− 2nHn−1(x).(2.1)

is more handy in implementation. One of the well-known and useful fact of Hermite polynomials

is that they are mutually orthogonal with the weight w(x) = e−x2

. We define the time-dependent
GHF as

Hα,β
n (x, t) =

(

α(t)

2nn!
√
π

)
1
2

Hn[α(t)(x − β(t))]e−
1
2α

2(t)[x−β(t)]2,(2.2)

for n ≥ 0, where α(t) > 0, β(t), for t ∈ [0, T ], are functions of time. For the conciseness of notation,
let us denote d(n) =

√

n
2 . And if no confusion will arise, in the sequel we omit the t in α(t) and

β(t). It is readily to derive the following properties for the GHF (2.2):
2
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� At each time t > 0, {Hα,β
n (·, t)}n∈Z+ form the orthogonal basis of L2(R), i.e.
∫

R

Hα,β
n (x, t)Hα,β

m (x, t)dx = δnm,(2.3)

where δnm is the Kronecker function.
� Hα,β

n (·, t) is the nth eigenfunction of the following Strum-Liouville problem

Lα,βu(x, t) = λn(t)u(x, t),

where

Lα,β(◦) = −e
1
2α

2(x−β)2∂x(e
−α2(x−β)2∂x(e

1
2α

2(x−β)2◦))
with the corresponding eigenvalue λn(t) = 2α2(t)n.

� By convention, Hα,β
n ≡ 0, for n < 0. For n ≥ 0, the three-term recurrence is inherited from

the Hermite polynomials:

xHα,β
n (x, t) =

d(n+ 1)

α
H

α,β
n+1(x, t) + βHα,β

n (x, t) +
d(n)

α
H

α,β
n−1(x, t);

or α(x − β)Hα,β
n (x, t) =d(n+ 1)Hα,β

n+1(x, t) + d(n)Hα,β
n−1(x, t).(2.4)

� The derivative of Hα,β
n (x, t) with respect to x and t

∂xH
α,β
n (x, t) =− 1

2

√

λn+1H
α,β
n+1(x, t) +

1

2

√

λnH
α,β
n−1(x, t)

=− d(n+ 1)αHα,β
n+1(x, t) + d(n)αHα,β

n−1(x, t).(2.5)

� The “orthogonality” of
{

∂xH
α,β
n (·, t)

}

n∈Z+

∫

R

∂xH
α,β
n ∂xH

α,β
m dx =











α2
[

d2(n+ 1) + d2(n)
]

, if m = n;

−α2d(l + 1)d(l + 2), l = min{n,m}, if |n−m| = 2;

0, otherwise.

(2.6)

Lemma 2.1 (Derivative with respect to t).

∂tH
α,β
n (x, t) =− α′

α
d(n+ 1)d(n+ 2)Hα,β

n+2(x, t) + αβ′d(n+ 1)Hα,β
n+1

− αβ′d(n)Hα,β
n−1(x, t) +

α′

α
d(n)d(n− 1)Hα,β

n−2(x, t),(2.7)

where d(n) =
√

n
2 and α, β are the functions of t.

Proof. Through direct computations, we have

∂tH
α,β
n (x, t)

(2.2)
=

α′

2α
Hα,β

n (x, t) +
√
2nHα,β

n−1(x, t)[α
′(x− β)− αβ′]

− [α′(x− β)− αβ′]α(x − β)Hα,β
n (x, t)

(2.4)
=

α′

2α
Hα,β

n (x, t) +
√

n(n− 1)
α′

α
H

α,β
n−2(x, t) − αβ′√2nHα,β

n−1(x, t) + n
α′

α
Hα,β

n (x, t)

− α′

2α

√

n(n− 1)Hα,β
n−2(x, t) + αβ′

√

n

2
H

α,β
n−1(x, t)−

α′

2α
(2n+ 1)Hα,β

n (x, t)

+ αβ′
√

n+ 1

2
H

α,β
n+1(x, t) −

α′

2α

√

(n+ 1)(n+ 2)Hα,β
n+2(x, t)

=
α′

2α

√

n(n− 1)Hα,β
n−2(x, t)− αβ′

√

n

2
H

α,β
n−1(x, t)

+ αβ′
√

n+ 1

2
H

α,β
n+1(x, t) −

α′

2α

√

(n+ 1)(n+ 2)Hα,β
n+2(x, t).

�
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Remark 2.1. The simple fact follows immediately from (2.7) and (2.1). For N ≫ 1 sufficiently

large, for t ∈ [0, T ], then
∣

∣

∣

∣

∣

∣
∂tH

α,β
N (x, t)

∣

∣

∣

∣

∣

∣

2

.
α′2

α2
N2 + α′β′N

3
2 + α2β′2N.

In particular, we have
∣

∣

∣

∣

∣

∣
∂tH

α,β
N (x, t)

∣

∣

∣

∣

∣

∣

2

.
α′2

α2
N2.

We follow the convection in the asymptotic analysis, a ∼ b means that there exists some constants
C1, C2 > 0 such that C1a ≤ b ≤ C2a; a . b means that there exists some constant C3 > 0 such that
a ≤ C3b.

Any function u(·, t) ∈ L2(R) can be written in the form

u(·, t) =
∞
∑

n=0

ûn(t)H
α,β
n (·, t), ûn(t) =

∫

R

u(x, t)Hα,β
n (x, t)dx :=

〈

u,Hα,β
n

〉

.(2.8)

where {ûn}∞n=0 are the Fourier-Hermite coefficients defined similarly as Fourier coefficients with

Hα,β
n (x, t) taking the place of harmonic oscillators.
For N ≥ 0, let

RN (t) = span
{

H
α,β
0 (x, t), · · · , Hα,β

N (x, t)
}

.

At each time t ∈ [0, T ], it is a linear subspace of L2(R).

Lemma 2.2. For any function ϕ(x, t) ∈ RN (t), we have

||∂xϕ|| . αN
1
2 ||ϕ||.

Proof. For any function ϕ(x, t) ∈ RN (t), we can write it as

ϕ(x, t) =
N
∑

k=0

ϕ̂k(t)H
α,β
k (x, t).

Thus,

||∂xϕ||2 =〈∂xϕ, ∂xϕ〉

=α2
N
∑

k=0

ϕ̂k

〈

−d(k + 1)Hα,β
k+1 + d(k)Hα,β

k−1,

N
∑

l=0

ϕ̂l

[

−d(l + 1)Hα,β
l+1 + d(l)Hα,β

l−1

]

〉

=

N
∑

k=0

ϕ̂2
k[d

2(k + 1) + d2(k)]− 2α2
N
∑

k=2

d(k − 1)d(k)ϕ̂k−2ϕ̂k . α2N

N
∑

k=0

ϕ̂2
k ≤ α2N ||ϕ||2.

�

2.2. Orthogonal projection and approximations. Let us define the norm of the space Hr(R)
as below:

Definition 2.1. For any integer r ≥ 0,

(2.9) Hr,α(R) :=

{

u ∈ L2(R) : ||u||r < ∞, ||u||2r :=

∞
∑

k=0

λr
k+1û

2
k, λk = 2α2k

}

.

It is readily shown in [26] and [27] that when β = 0 the norm defined in (2.9) is equivalent to the
following Sobolev-like norm

||u||2P,r,α =

r
∑

k=0

∣

∣

∣

∣

∣

∣

∣

∣

(

α4x2 + α2
)

r−k
2 ∂k

xu

∣

∣

∣

∣

∣

∣

∣

∣

2

in the sense that for any u ∈ Hr,α(R), with r ≥ 0

||u||2r,α ∼ α||u||2P,r,α.

4
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This equivalence can be extended trivially to where β 6= 0, by mimicking the proof of Lemma 2.2-2.3
in [26] with x replaced by (x− β).

From the definition of || · ||P,r,α, it is clear to see that the larger r is, the smaller space Hr,α is,
and the smoother the functions are. The index r can be viewed as the indicator of the regularity of
the functions.

Next we need some estimates on ||xγ∂s
xu(x)||2, for any integer γ, s ≥ 0:

Lemma 2.3. For any function u ∈ Hs,α(R), with some integer s ≥ 0, we have

||∂s
xu|| . ||u||s,α.(2.10)

Proof. For any integer s ≥ 0,

||∂s
xu||2 =

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∞
∑

n=0

ûn∂
s
xH

α,β
n

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

2

=

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∞
∑

n=0

ûn

s
∑

k=−s

an,kH
α,β
n+k

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

2

,

where for each n fixed, an,k is a product of s factors of
√

λn+j with −s ≤ j ≤ s. Notice that

λn+j ∼ λn+1 for n+ j ≥ 0 and H
α,β
n+j ≡ 0 for n+ j < 0. Hence, we have

||∂s
xu||2

(2.3)

.

∞
∑

n=0

λs
n+1û

2
n = ||u||2s,α,

for any integer s ≥ 0. �
In the spectral method, a function in L2(R) is approximated by the partial sum of the first

N frequency modes. We define the L2-orthogonal projection P
α,β
N : L2(R) → RN (t), for some

t ∈ [0, T ]. Given v ∈ L2(R),
〈

v − P
α,β
N v, φ

〉

= 0, ∀φ ∈ RN (t).

More precisely,

PNv(x) :=

N
∑

n=0

v̂n(t)H
α,β
n (x, t),

for some t ∈ [0, T ], where v̂n are the Fourier-Hermite coefficients defined in (2.8).
And the truncated error ||u − PNu||P,r,α, for any integer r ≥ 0, has been estimated readily in

Theorem 2.3, [10] for α = 1, β = 0, and in Theorem 2.1 , [26] for arbitrary α > 0 and β = 0. For
arbitrary β 6= 0, the estimate is still valid. The proof is extremely similar to that of Theorem 2.1,
[26], except that we interpret the functions in the space Hr,α. For the sake of completeness, we
include the proof here.

Theorem 2.1. For any u ∈ Hr,α(R) and any integer 0 ≤ µ ≤ r, we have

|u− PNu|µ . αµ−rN
µ−r
2 ||u||r,α,(2.11)

where |u|µ := ||∂µ
xu|| are the seminorms.

Proof. By induction, we first show that for µ = 0. For any integer r ≥ 0,

||u − PNu||2 =

∞
∑

n=N+1

û2
n =

∞
∑

n=N+1

λ−r
n+1λ

r
n+1û

2
n . α−2rN−r||u||2r,α.(2.12)

Suppose for 1 ≤ µ ≤ r, (2.11) holds for µ− 1. We need to show that (2.11) is also valid for µ. It is
clear that

|u− PNu|µ ≤ |∂xu− PN∂xu|µ−1 + |PN∂xu− ∂xPNu|µ−1 .(2.13)

On the one hand, due to the assumption for µ − 1, we apply (2.11) to ∂xu and replace µ and r

with µ− 1 and r − 1, respectively:

|∂xu− PN∂xu|µ−1 ≤ αµ−rN
µ−r
2 ||∂xu||r−1,α . αµ−rN

µ−r
2 ||u||r,α,(2.14)

5



where the last inequality holds with the observation that

||∂xu||2r−1,α =

∞
∑

n=0

λr−1
n+1(̂∂xu)

2

n

and

(̂∂xu)n =

∫

R

∂xuH
α,β
n dx = −

∫

R

u∂xH
α,β
n dx

(2.5)
=

√

λn+1

2

∫

R

uH
α,β
n+1dx −

√
λn

2

∫

R

uH
α,β
n−1dx,

=

√

λn+1

2
ûn+1 −

√
λn

2
ûn−1.

On the other hand, we have

PN∂xu− ∂xPNu =PN

( ∞
∑

n=0

ûn∂xH
α,β
n

)

−
N
∑

n=0

ûn∂xH
α,β
n

(2.5)
= − 1

2

N−1
∑

n=0

√

λn+1ûnH
α,β
n+1 +

1

2

N+1
∑

n=0

√

λnûnH
α,β
n−1

−
[

−1

2

N
∑

n=0

√

λn+1ûnH
α,β
n+1 +

1

2

N
∑

n=0

√

λnûnH
α,β
n−1

]

=
1

2

√

λN+1

[

ûNH
α,β
N+1 + ûN+1H

α,β
N

]

.

This yields that

|PN∂xu− ∂xPNu|2µ−1 . λN+1

(

û2
N

∣

∣

∣
H

α,β
N+1

∣

∣

∣

2

µ−1
+ û2

N+1

∣

∣

∣
H

α,β
N

∣

∣

∣

2

µ−1

)

,(2.15)

due to the property of seminorms. Moreover, we estimate û2
k and

∣

∣

∣
H

α,β
k

∣

∣

∣

2

µ−1
, for k = N,N + 1:

û2
N ≤

∞
∑

n=N

û2
n ≤ ||u− PN−1u||2

(2.12)

. α−2rN−r||u||2r,α.(2.16)

Similarly, û2
N+1 . α−2rN−r||u||2r. And

∣

∣

∣
H

α,β
N

∣

∣

∣

2

µ−1
=
∣

∣

∣

∣

∣

∣
∂µ−1
x H

α,β
N (x)

∣

∣

∣

∣

∣

∣

2 (2.10)

.
∣

∣

∣

∣

∣

∣
H

α,β
N (x)

∣

∣

∣

∣

∣

∣

2

µ−1,α
= λ

µ−1
N+1,(2.17)

since ̂(Hα,β
N )

k
= δkN , for k ∈ Z+. Similarly,

∣

∣

∣
H

α,β
N+1

∣

∣

∣

2

µ−1
. α−1λ

µ−1
N+2. Substitute (2.16) and (2.17)

into (2.15), we get

|PN∂xu− ∂xPNu|2µ−1 . α2µ−2rNµ−r||u||2r,α,(2.18)

by the fact that λN = 2Nα2. Combine (2.13), (2.14) and (2.18), we arrive the conclusion. �

3. Time-dependent Galerkin Hermite spectral method (TGHSM) to nonlinear
convection-diffusion equations

Let us consider the following nonlinear convection-diffusion equation
{

ut + a1g(u)ux − a2uxx + a3uxxx = f(x, t), for (x, t) ∈ R× [0, T ]

u(x, 0) = u0(x),
(3.1)

where a2 ≥ 0, a1, a3 are arbitrary real parameters, and g(·) ∈ C(R) has the primitive function G(·).
The weak formulation of (3.1) is

{

〈∂tu, ϕ〉 − a1 〈G (u) , ∂xϕ〉+ a2〈∂xu, ∂xϕ〉 − a3〈∂xxu, ∂xϕ〉 = 〈f, ϕ〉, for (x, t) ∈ R× [0, T ]

u(x, 0) = u0(x),

(3.2)

6



Time-dependent Hermite-Galerkin spectral method

The THGSM of solving (3.1) is to find uN ∈ RN (t) such that

{ 〈∂tuN , ϕ〉 − a1 〈G (uN ) , ∂xϕ〉+ a2〈∂xuN , ∂xϕ〉 − a3〈∂xxuN , ∂xϕ〉 = 〈f, ϕ〉 , for (x, t) ∈ R× [0, T ]

uN (x, 0) = P
α(0),β(0)
N u0(x) := uN,0,

(3.3)

for any ϕ ∈ RN (t).
We shall investigate the stability and convergence analysis under the following assumption

Assumption 1: G(·) has the primitive function G̃(·), and G̃(0) = 0.

Assumption 2: |g(x)| . 1 + |x|s,and |G(x)| . 1 + |x|s+1, ∀x ∈ R, for some s ≥ 1.

These two assumptions are not limited in the sense that they are satisfied by many important
physical model equations, for example, the heat equation, the Burgers’ equation and the Korteweg-
de Vries Burger’s (KdVB) equation. The first two equations are well-known and have been studied
widely for a long time; while the last one is the model equation derived by Su and Gardner [22],
and first studied by [20], which describes a wide class of nonlinear systems in the weak nonlinearity
and long wavelength approximations, since it contains both damping and dispersion. This model
equation also has been used in the study of wave propagation through a liquid-filled elastic tube [13]
and for a description of shallow water waves on a viscous fluid [14]. The existence and uniqueness
of the global smooth solution of KdVB equation have been established in [12].

3.1. A-priori estimates.

Lemma 3.4. If u0 ∈ L2(R) and f ∈ L2
(

[0, T ];L2(R)
)

, and Assumption 1 holds, then

||uN ||2 (t) + 2a2e
T

∫ t

0

||∂xuN ||2 (s)ds ≤ eT
(

||u0||2 +
∫ t

0

||f ||2 (s)ds
)

.(3.4)

Proof. Take the test function ϕ = 2uN in (3.3), we have

2 〈∂tuN , uN〉 − 2a1 〈G(uN ), ∂xuN〉+ 2a2 〈∂xuN , ∂xuN 〉 − 2a3 〈∂xxuN , ∂xuN〉 = 2 〈f, uN〉 .

Under Assumption 1, we have

〈G (uN) , ∂xuN 〉 = G̃(uN )
∣

∣

∣

∞

−∞
= 0,

due to the fact that lim
x→±∞

uN(x, t) = 0, for all t ∈ [0, T ]. And we also obtain that

〈∂xxuN , ∂xuN 〉 = 1

2

∫

R

∂x[(∂xuN)2]dx = 0,(3.5)

since uN ∈ RN , i.e., lim
x→±∞

∂r
xuN(x, t) = 0, for any r ∈ N and t ∈ [0, T ]. That is,

d

dt
||uN ||2 + 2a2 ||∂xuN ||2 = 2

∫

R

fuNdx ≤ ||f ||2 + ||uN ||2 ,

The Gronwall’s inequality yields that

||uN ||2 (t) + 2a2

∫ t

0

et−s ||∂xuN ||2 (s)ds ≤ et ||uN ||2 (0) +
∫ t

0

et−s ||f ||2 (s)ds,

which implies (3.4). �
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3.2. Stability. We shall consider the stability of (3.3) in the sense of Guo [8], since it is impossible
to prove the stability of (3.3) in the sense of Courant et al. [3]. Let us assume that f and uN,0

have the errors f̃ and ũN,0, respectively. They will introduce error in uN , denoted as ũN . The error
satisfies the following equation







〈∂tũN , ϕ〉 − a1 〈G(uN )−G(uN + ũN), ∂xϕ〉+ a2 〈∂xũN , ∂xϕ〉 − a3 〈∂xxũN , ∂xϕ〉 =
〈

f̃ , ϕ
〉

ũN(x, 0) =ũN,0,
(3.6)

where (x, t) ∈ R× [0, T ], for all ϕ ∈ RN . By taking ϕ = 2ũN in (3.6), it yields that

d

dt
||ũN ||2 − 2a1 〈g(uN + θũN )ũN , ∂xũN 〉+ 2a2||∂xũN ||2 = 2

〈

f̃ , ũN

〉

≤
∣

∣

∣

∣

∣

∣
f̃
∣

∣

∣

∣

∣

∣

2

+ ||ũN ||2 ,(3.7)

due to the similar argument as in (3.5). The second term on the left-hand side of (3.7) can be easily
estimated as

|〈g(uN + θũN )ũN , ∂xũN〉| .1

ǫ
||g(uN + θũN )ũN ||2 + ǫ||∂xũN ||2

.
1

ǫ
(1 + ||uN ||s∞ + ||ũN ||s∞) ||ũN ||2 + ǫ||∂xũN ||2

.C(ǫ, s, ||uN ||L∞(0,T ;L∞(R)), ||ũN ||L∞(0,T ;L∞(R)))||ũN ||2 + ǫ||∂xũN ||2,(3.8)

where

C(ǫ, s, ||uN ||L∞(0,T ;L∞(R)),||ũN ||L∞(0,T ;L∞(R))
) =

1

ǫ

(

||uN ||sL∞(0,T ;L∞(R)) + ||ũN ||sL∞(0,T ;L∞(R))

)

.

This constant is finite, due to the fact that uN , ũN ∈ RN , i.e., ||uN ||∞(t), ||ũN ||∞(t) < ∞, for any
t ∈ [0, T ]. Therefore, we arrive the following stability result:

Theorem 3.2. Let uN be the solution of (3.3) and ũN be error induced by the error of the source

term f̃ and that of the initial condition ũN,0. Then for any t ≤ T , we have

||ũN ||2+C(a1, a2, ǫ)

∫ t

0

||∂xũN(s)||2ds

.ρ
(

ũN,0, f̃ , t
)

+ C(a1, s, ||uN ||L∞(0,T ;L∞(R)), ||ũN ||L∞(0,T ;L∞(R)), ǫ)

∫ t

0

||ũN(s)||2ds,

where

C(a1, a2, ǫ) =2(a2 − a1ǫ) > 0,

C(a1, s, ||uN ||L∞(0,T ;L∞(R)),||ũN ||L∞(0,T ;L∞(R)), ǫ)

=
2a1
ǫ

(

||uN ||sL∞(0,T ;L∞(R)) + ||ũN ||sL∞(0,T ;L∞(R))

)

+ 1,

and

ρ
(

ũN,0, f̃ , t
)

= ||ũN,0||2 +
∫ t

0

∣

∣

∣

∣

∣

∣
f̃(s)

∣

∣

∣

∣

∣

∣

2

ds.

In particular, for all t ≤ T ,

||ũN ||2 +
∫ t

0

||∂xũN(s)||2ds ≤ ρ
(

ũN,0, f̃ , t
)

eC(a1,uN ,T,ǫ)t.

This theorem implies that the error of the numerical solution is controlled by the errors of the
initial data ũN,0 and the source term f̃ . It means that (3.3) is of generalized stability in the sense
of Guo [8].
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3.3. Convergence analysis.

Theorem 3.3. If u0 ∈ Hr(R), and Assumption 1-2 are satisfied, then for any u ∈ L∞(0, T ;Hr,α(t)(R))∩
L2(0, T ;Hr,α(t)(R)) with r > max{2, s

4} and N ≫ 1, we have

(1) If s < 8, then

||u − uN ||2(t) .α−2rN−r||u||2L∞(0,T ;Hr,α(t)(R))
+ CN2−r

∫ t

0

e(t−τ)||u(τ)||2r,α(τ)dτ ;(3.9)

(2) If s ≥ 8, then

||u− uN ||2(t) .α−2rN−r||u||2L∞(0,T ;Hr,α(t)(R))
+N

s
4−r

∫ t

0

e(t−τ)α
s
2−2r(τ)||u(τ)||2r,α(τ)dτ(3.10)

where s is the growth rate of g(·) in Assumption 2 and C in (3.9) may depend on α, α′, s, r,

||uN ||L∞(0,T ;L2(R)), ||u||L∞(0,T ;Hr,α(t)(R)) and ||u||L2(0,T ;Hr,α(t)(R)), etc.

Proof. Let UN = P
α,β
N u for simpler notation. By the weak formulation (3.2) of the nonlinear

convection-diffusion equation (3.1), UN satisfies






















〈∂tUN , ϕ〉−a1 〈G (UN ) , ∂xϕ〉+ a2〈∂xUN , ∂xϕ〉 − a3〈∂xxUN , ∂xϕ〉
=− 〈∂t (u− UN ) , ϕ〉+ a1 〈G(u)−G (UN ) , ∂xϕ〉
− a2 〈∂x (u− UN ) , ∂xϕ〉+ a3 〈∂xx (u− UN ) , ∂xϕ〉 + 〈f, ϕ〉

UN (x, t) =P
α(0),β(0)
N u0(x).

(3.11)

Let ηN = uN − UN . It satisfies the following equation, which is the difference of (3.3) and (3.11):


































〈∂tηN , ϕ〉+ a2〈∂xηN , ∂xϕ〉 − a3〈∂xxηN , ∂xϕ〉
= 〈∂t (u− UN) , ϕ〉+ a1 〈G (uN ) , ∂xϕ〉 − a1〈G(u)−G (UN ) , ∂xϕ〉

+ a2 〈∂x (u− UN ) , ∂xϕ〉 − a3 〈∂xx (u− UN ) , ∂xϕ〉 :=
5
∑

i=1

Gi(ϕ)

ηN (x, t) =0,

(3.12)

for any ϕ(·, t) ∈ RN (t). Let us take the test function ϕ = 2ηN , then

L.H.S. of (3.12) =2〈∂tηN , ηN 〉+ 2a2〈∂xηN , ∂xηN 〉 − 2a3〈∂xxηN , ∂xηN 〉 (3.5)
=

d

dt
||ηN ||2 + 2a2 ||∂xηN ||2

(3.13)

Next, we estimate the right-hand side of (3.12) term by term:

1

2
G1(2ηN ) = 〈∂t (u− UN) , ηN 〉 (2.7)

=
〈

∂t

[

ûN+1H
α,β
N+1 + ûN+2H

α,β
N+2

]

, ηN

〉

=
〈

ûN+1∂tH
α,β
N+1, ηN

〉

+
〈

∂tûN+1H
α,β
N+1, ηN

〉

+
〈

ûN+2∂tH
α,β
N+2, ηN

〉

+
〈

∂tûN+2H
α,β
N+2, ηN

〉

=
〈

ûN+1∂tH
α,β
N+1, ηN

〉

+
〈

ûN+2∂tH
α,β
N+2, ηN

〉

,

where the second and the last equalities are due to the fact that ηN ∈ RN (t). Hence,

|G1 (2ηN)| ≤2 |ûN+1| ·
∣

∣

∣

∣

∣

∣
∂tH

α,β
N+1(x, t)

∣

∣

∣

∣

∣

∣
· ||ηN ||+ 2 |ûN+2| ·

∣

∣

∣

∣

∣

∣
∂tH

α,β
N+2(x, t)

∣

∣

∣

∣

∣

∣
· ||ηN ||(3.14)

(2.7)

.
|α′|
α

N (|ûN+1|+ |ûN+2|) ||ηN ||.

Note the fact that

|ûN+1| ≤
( ∞
∑

k=N+1

û2
k

)
1
2

=

( ∞
∑

k=N+1

λ−r
k+1λ

r
k+1û

2
k

)
1
2

≤ λ
− r

2

N+2

( ∞
∑

k=N+1

λr
k+1û

2
k

)
1
2

. α−r(t)N− r
2 ||u||r,α(t).
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Similarly, we have |ûN+2| . α−r(t)N− r
2 ||u||r,α(t). We obtain the estimate of |G1(2ηN )|:

|G1(2ηN )| . |α′(t)|α−(r+1)(t)N1− r
2 ||u||r,α(t) · ||ηN || . ||ηN ||2 + |α′(t)|2α−2−2r(t)N2−r||u||2r,α(t).

(3.15)

The second term G2(2ηN ) on the right hand side of (3.12) can be estimated similarly as in (3.8):

|G2(2ηN )| = 2a1 |〈G(uN ), ∂xηN 〉| . a2

2
||∂xηN ||2 + C||uN ||sL∞(0,T ;L2(R)) + C,(3.16)

due to Assumption 2. The third term G3(2ηN ) on the right hand side of (3.12) yields:

|G3(2ηN )| . |〈G(u)−G(UN ), ∂xηN 〉| = |〈g(UN + θ(u− UN ))(u − UN), ∂xηN 〉|

.C(1 + ||u||s∞ + ||UN ||s∞)||u− UN ||2 + a2

2
||∂xηN ||2

By the interpolation inequality (cf. [4]), we have

||UN ||∞ . ||UN || 12 ||∂xUN || 12 . α
1
2N

1
4 ||UN || ≤ α

1
2N

1
4 ||u||,

by Lemma 2.2, where || · ||∞ is the L∞ norm with respect to x. With this fact, we continue to
estimate G3(2ηN ):

|G3(2ηN )| .a2

2
||∂xηN ||2 + Cα−2r(t)N−r

(

||u||s∞ + α
s
2 (t)N

s
4 ||u||s

)

||u||2r,α(t)

≤a2

2
||∂xηN ||2 + Cα

s
2−2r(t)N

s
4−r||u||2r,α(t).(3.17)

Other than the estimate of ||UN ||∞, by Theorem 2.1, we have

||UN ||∞ . ||UN || 12 ||∂xUN || 12 . α
1−r
2 (t)

(

1 +N
1−r
2

)
1
2 ||u|| 12 ||u||

1
2

r,α(t) . α
1−r
2 (t)||u||

1
2

r,α(t).(3.18)

The rest two terms Gi(2ηN ), i = 4, 5, on the right-hand side of (3.12) can be easily bounded as
follows:

|G4(2ηN )| .a2

2
||∂xηN ||2 + C||∂x(u− UN )||2 ≤ a2

2
||∂xηN ||2 + Cα2−2r(t)N1−r||u||2r,α(t);(3.19)

and

|G5(2ηN )| . a2

2
||∂xηN ||2 + C||∂xx(u− UN )||2 .

a2

2
||∂xηN ||2 + Cα4−2r(t)N2−r||u||2r,α(t).(3.20)

Substituting (3.15)-(3.17), (3.19) and (3.20) into the right-hand side of (3.12) and combining (3.13),
we obtain that

d

dt
||ηN ||2 .||ηN ||2 +

(

CN2−r + α
s
2−2r(t)N

s
4−r
)

||u||2r,α(t),

where C is the function of t dependent of α, α′, s, r, ||uN ||L∞(0,T ;L2(R)), etc. The results (3.9) and
(3.9) are obtained by the Gronwall’s inequality and Theorem 2.1. �

4. Numerical results

In this section, we shall use our THGSM (3.2) to numerically solve three benchmark equations all
with g(u) = u

2 in (3.1), including the heat equation, the Burgers’ equation and the KdVB equation
with different coefficients ai, i = 1, 2, 3 in (3.1). To illustrate the high accuracy of our method,
we shall compare our numerical results of the first two equations with the ones obtained by using
the similarity transformation technique [6] and by using the stabilized Hermite spectral method
developed in [18].

In our scheme (3.3), we choose the test function ϕ = Hα,β
m (x, t) ∈ RN (t), for m = 0, 1, · · · , N . It

yields a system of ordinary differential equations (ODE) for ûm(t), m = 0, 1, · · · , N . The second term
on the left-hand side and the one on the right-hand side of (3.3) need to be computed numerically;
while all the other terms can be explicitly written as sparse matrices, which are followed from the
properties of the GHF. To be more precise, the first term gives

d

dt
~̂u+A1

~̂u

10
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where ~̂u = [û0, û1, · · · , ûN ]T , the superscript T means the transpose, where the matrix A1 is explicitly
given by (2.7) as:

A1(i, j) =











































−α′

α
d(i)d(i − 1), if i = j + 2

αβ′d(i), if i = j + 1

−αβ′d(j), if i = j − 1

α′

α
d(j)d(j − 1), if i = j − 2

0, otherwise

,(4.1)

d(n) =
√

n
2 as before. The third term on the left-hand side of (3.3) gives a2A3

~̂u, where

A3(i, j) =











α2(t)[d2(i+ 1) + d2(i)], if i = j

−α2(t)d(l + 1)d(l + 2), l = min{i, j}, if |i− j| = 2

0, otherwise

,(4.2)

by (2.6). And the last term on the left-hand side of (3.3) yields −a3A4
~̂u, where

A4(i, j) =



































α2(t)d(j + 1)d(j + 2)d(j + 3), if i = j + 3

−α2(t)
[

d3(j + 1) + d2(j)d(j + 1) + d(j + 1)d2(j + 2)
]

, if i = j + 1

α2(t)
[

d3(i + 1) + d2(i)d(i+ 1) + d(i+ 1)d2(i + 2)
]

, if i = j − 1

−α2(t)d(i + 1)d(i + 2)d(i+ 3), if i = j − 3

0, otherwise

.(4.3)

At last, the THGSM (3.3) yields the ODE system for the Fourier-Hermite coefficients ~̂u:

d~̂u

dt
+A~̂u+ B

(

~̂u
)

=
~̂
f,(4.4)

where B
(

~̂u
)

is given by the second term a1

2 〈∂x
(

u2
)

, ϕ〉 of the left-hand side of (3.3),
~̂
f is the

Fourier-Hermite coefficients of the source term f(x, t) and A = A1 + A3 + A4, A1, A3 and A4 are

given in (4.1)-(4.3), respectively.
~̂
f and B

(

~̂u
)

need to be computed numerically. The equation (4.4)

will be solved by using the Crank-Nicolson/Euler forward scheme in all the following examples. In
particular, the Crank-Nicolson scheme is applied to all the linear terms, while the Euler forward

scheme is applied to the nonlinear term B
(

~̂u
)

.

In all the numerical experiments below, we shall use the L2-norm and the relative L∞-norm to
measure the accuracy. In our context, let us denote the L2 error and the relative L∞ error as

EN (t) = ||uN (t)− uexact(t)||
and

EN,∞(t) =
max0≤j≤N |uN(yj , t)− uexact(yj , t)|

max0≤j≤N |uexact(yj , t)|
,

respectively, where {yj}0≤j≤N are the Hermite-Gauss points. For comparison purpose, the examples
in section 4.1 and 4.2 are taken from [6], [11] and [18]. The definitions of EN (t) and EN,∞(t) are
slightly different in various schemes. For example, the errors of scheme in [6] are in the weighted
L2-norm after the transformation, see definition on pp. 615, [6]; those of scheme in [18] are in the
weighted L2-norm, see details on pp. 71, [18].

4.1. Heat equation with source term. We consider (3.1) with a1 = a3 = 0, a2 = 1, g(u) = u
2

and the following source term:

f(x, t) = [x cosx+ (t+ 1) sinx](t+ 1)−
3
2 e

− x2

4(t+1) ,
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which yields the heat equation.This equation with the initial condition u(x, 0) = sin (x)e−
x2

4 has
been investigated in [6]. And its exact solution is

uexact(x, t) =
sinx√
t+ 1

e
− x2

4(t+1) .

It is easy to see from the exact solution that it concentrates near the origin, so the translating factor
β can be chosen to be zero. Moreover, the choice of the scaling factor α is extremely important of
improving the accuracy of our scheme (3.3). We refer the readers to [17] for the guidelines to pick
appropriate scaling factor. In this example, we shall investigate our scheme with the time-invariant

scaling factor α =
√
2
2 and the time-dependent one α(t) = 1√

2(t+1)
. The HSM with time-invariant

scaling factor is essentially developed in [26, 17] and can be viewed as a special case of our THGSM.
The accuracy of the numerical results obtained by our THGSM and the time-invariant scheme are
compared with some previous results, including the ones in [6], [18].

Time step Funaro and Kavian’s Ma, Sun and Tang’s HSM our scheme (3.3)

dt scheme [6] scheme [18] scheme [26, 17] with α(t) = 1√
2(t+1)

with (δ0, δ) = (1, 1) with α =
√
2
2

250−1 2.478E-03 2.958E-04 9.0032E-07 2.4045E-07

1000−1 6.203E-04 1.189E-06 7.6286E-07 4.8534E-08

4000−1 1.550E-04 1.177E-06 7.6213E-07 4.6247E-08

16000−1 3.886E-05 1.177E-06 7.6212E-07 4.6238E-08

Table 1. Errors of the heat equation at T = 1 with N = 20 using different methods.

The results are list in Table 1. It is clear to see that our scheme is superior to the schemes in [6]
and [18] in accuracy. And it is as we expected that the time-dependent scaling factor yields better
resolution than the constant one, i.e. the scheme in [26, 17]. From the viewpoint of computational
complexity, our scheme can be implemented straight-forward without any variable transformation.
And the matrix A in (4.4) is tri-diagonal, symmetric, and diagonally dominant, which can be accu-
rately and effectively inversed (part of the computation in Crank-Nicolson scheme).

To show the rate of convergence of (3.3), we list in Table 2 the numerical errors at T = 1 with
various time steps dt and the truncation modes N . It confirms the theoretical prediction that the
scheme (3.3) is of second-order accuracy in time and spectral accuracy in space.

4.2. Viscous Burger’s equation. Besides the linear problems, our scheme is also effective in
nonlinear problems. Let us take the viscous Burgers’ equation as an example. The inviscid Burgers’
equation suffers from the Gibbs’ phenomenon, due to the lack of the diffusion term, i.e. a2 = 0.
The vanishing viscosity method combined with the spectral method, and the post-pocessing of the
numerical solution are expected, see discussion in [24, 25, 16] and reference therein. The viscous
Burgers’ equation (3.1) with a1 = a2 = 1, a3 = 0 and g(u) = u

2 , has been studied in [11] by the
variable transformation technique

y =
x

2
√
t+ 1

, s = ln (t+ 1)

that a soliton-like solution

uexact(x, t) = e
− x2

4(1+t) sech2
(

ax

2(1 + t)
− b ln (1 + t)− c

)

12
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Time step dt N EN (1) EN,∞(1) Order

1E-1

40

1.7439E-04 1.2773E-04

1E-2 1.7473E-06 1.2757E-06 dt2.0005

1E-3 1.7473E-08 1.2757E-08 dt2.0002

1E-4 1.7478E-10 1.2759E-10 dt2.0001

Time step dt N EN (1) EN,∞(1) Order

1E-4

8 7.4E-03 9E-03

16 4.2446E-06 4.7275E-06 N−10.77

32 1.6540E-10 1.3012E-10 N−12.71

Table 2. Error of the heat equation by using the proposed scheme (3.3) with different
time steps dt and truncation mode N .

is obtained with a = 0.3, b = 0.5 and c = −3, where the source term is

f(x, t) =− e
− x2

2(1+t)
sech4(ξ)

1 + t

[x

2
+ a tanhξ

]

+ e
− x2

4(1+t)
sech2(ξ)

1 + t

[

1 + t+ a2

2(1 + t)
+ 2b tanh(ξ)− tanh2(ξ)

3a2

2(1 + t)

]

,

ξ = ax
2(1+t) − b ln (1 + t)− c.

In this example, the second term on the left-hand side of (3.3) is computed numerically. By
taking ϕ = Hα,β

m , m = 0, · · · , N , the key component of this term

〈

∂x
(

u2
N

)

, ϕ
〉

= −
〈

u2
N , ∂xH

α,β
m

〉 (2.5)
= −αd(m+ 1)

〈

u2
N , H

α,β
m+1

〉

+ αd(m)
〈

u2
N , H

α,β
m−1

〉

.

follows immediately with the numerical integral
∫

R

H
α,β
l Hα,β

n Hα,β
m ,

l, n,m = 0, · · · , N . We shall use the Gauss-Hermite quadrature rule to perform this integration.
In Table 3, we compare our time-dependent scheme with Guo-Xu’s scheme in [11] and the time-

dependent scheme in [18]. In this numerical experiment, we choose the same time step dt = (e −
1)× 10−3 and the total experimental time T = e− 1 as in [11] and [18] for comparison. It is clear to
see that our scheme is at least as good as the one in [18], and is more accurate than the one in [11].

Moreover, in Table 4 we compare our scheme with the one in [18] with different time steps dt. We
choose the total experimental time T = 1, and the truncation modes N = 40 and 20, for the scheme
in [18] and our THGSM, respectively. It is shown that they are almost as the same accuracy. In
this table, we have also verified the first-order accuracy in time, due to the Euler forward scheme

used in the nonlinear term B
(

~̂u
)

. In Table 5, we illustrate the spectral accuracy of our scheme in

space as we showed in Theorem 3.3.

4.3. KdVB equation. In this subsection, we shall reveal the effect of the time-dependent trans-
lating factor, which has been concealed in the theoretical proof of the convergence analysis. Let us
consider the 1D KdVB equation (3.1) with a1 = a2 = 1, a3 = − 1

16 , g(u) =
u
2 and the source term

f(x, t) = −8sech2ξ
(

2− 3sech2ξ + 2tanhξ sech2ξ
)

,

where ξ = 2(x+ t). It is easy to verify that

uexact(x, t) = sech2(ξ)
13



N Guo and Xu’s result [11] Ma, Sun and Tang’s scheme [18] our scheme (3.3)

8 1.381E-06 1.563E-05 1.7669E-06

16 1.381E-06 6.337E-07 1.1516E-07

32 1.381E-06 1.031E-07 1.3400E-07

Table 3. Errors of viscous Burger’s equation at T = e− 1 with time step dt = T ∗ 10−3.
The error of scheme in [11] and that in [18] are EN(T ) in their contexts, see details on pp.
869, [11] and on pp. 71, [18], respectively. The one in our scheme (3.3) is EN(T ).

Time step dt
Ma, Sun and Tang’s scheme [18] time-dependent HSM (3.3)

E40(1) E40,∞(1) Order E20(1) E20,∞(1) Order

1E-1 5.101E-04 4.677E-03 4.8044E-06 1.4264E-04

1E-2 4.508E-06 4.548E-05 dt2.05 4.1512E-07 1.0680E-05 dt1.06

1E-3 4.454E-08 4.530E-07 dt2.01 4.1065E-08 1.0324E-06 dt1.03

1E-4 4.467E-10 4.372E-09 dt2.00 4.1771E-09 9.7699E-08 dt1.02

Table 4. Errors of viscous Burger’s equation by using scheme in [18] and our scheme
(3.3) with different time steps. The errors EN(t) and EN,∞(t) in the scheme [18] and our
scheme are defined slightly different.

Time step dt N EN (1) EN,∞(1) Order

1E-5

5 2.4254E-06 9.4692E-05

15 1.1291E-08 4.5015E-07 N−4.88

25 4.3637E-10 1.0527E-08 N−5.28

Table 5. Errors of viscous Burger’s equation by using our scheme (3.3) with different
truncation modes N .

is the exact solution to the above KdVB equation. The Crank-Nicolson/Euler forward scheme is
used as in the case of the viscous Burgers’ equation.

In Table 6, we list the errors of numerical solutions to the KdVB equation with various time
steps. The total experimental time is T = 1, and the truncation mode is N = 40. The scaling factor
is chosen to be a constant α = 2

√
2 and the translating factor is β = 0. It is shown that we can

achieve almost the first-order accuracy in time. However, the approximate solution is less accurate
than the one we obtained in the viscous Burgers’ equation. The possible reason for this may be the
drifting to the left of the exact solution.

To tackle this problem, we move our GHF accordingly by setting a time-dependent translating
factor β = −t. We compare the results with those obtained without translating factor, i.e. β = 0.
In Table 7, we display the errors of the scheme (3.3) with and without translating factor. The total

experimental time is T = 1, and the scaling factor is chosen to be a constant α = 2
√
2. Various

truncation modes N = 10, 20, · · · , 50 are numerically experimented. It is shown in Table 7 that the
time-dependent translating factor yields better resolution. The spectral accuracy is verified in the
scheme (3.3) for the KdVB equation in both with/without translating factor cases.
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Time-dependent Hermite-Galerkin spectral method

Time step dt E40(1) E40,∞(1) Order

1E-2 3.11E-02 1.6E-02

1E-3 4.4076E-04 2.83E-04 dt1.85

1E-4 3.4747E-04 2.9070E-04 dt0.98

Table 6. Errors of KdVB equation with different time steps.

Time step dt N
No translating factor β = 0 Time-dependent translating factor β = −t

EN (1) EN,∞(1) Order EN (1) EN,∞(1) Order

1E-4

10 9.35E-02 7.54E-02 5.7E-03 2.6E-03

20 9.6E-03 8.2E-03 N−3.28 2.8944E-04 1.2570E-04

30 1.6E-03 1.4E-03 N−3.66 6.8894E-05 2.5007E-05 N−4.05

40 3.4747E-04 2.9070E-04 N−4.17 1.3225E-05 4.5626E-06 N−4.27

50 9.0630E-05 7.1222E-05 N−4.36 3.5135E-06 1.1749E-06 N−4.49

Table 7. Errors of the KdVB equation by using the proposed scheme (3.3) without
translating factor and with time-dependent translating factor β = −t. Different truncation
modes N are numerically experimented.

5. Conclusions

In this paper, we investigate a time-dependent Hermite-Galerkin spectral method (THGSM) to
solve the nonlinear convection-diffusion equations in the whole line. Many important physical model
equations are within the framework in this paper. Our THGSM is formulated under the basis of
the generalized Hermite functions (GHF), which includes the time-dependent scaling factor and
translating factor in the definition. The advantages of this formulation are at least two folds: on
the one hand, the proof of the stability and convergence analysis are much easier than the previous
Hermite spectral method, say in [6] and [18], where they analyze in the weighted L2 space. On
the other hand, the implementation of our method is straight-forward. No variable transformation
techinique is required. Furthermore, the derived ODE system in the linear equation is with extremely
low computational cost, since the stiffness matrix is symmetric. The numerical experiments are
carried out in some benchmark examples, including the heat equation, the viscous Burgers’ equation
and the KdVB equation. It is clear to see that our method surpasses nearly all the existing methods
in accuracy.
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