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A Lightweight Video Anomaly Detection Model with Weak Supervision and Adaptive Instance
Selection
Yang Wang,Jiaogen Zhou,Jihong Guan

• A new Lightweight video anomaly detection model is proposed .
• Weakly labeled data problem is mitigated by an adaptive sampling strategy .
• A lightweight multi-level temporal correlation attention module is designed.
• A lightweight hourglass-shaped fully connected layer is designed.
• Extensive experiments have shown that the proposed method is both lightweight and effective.
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A B S T R A C T
Video anomaly detection is to determine whether there are any abnormal events, behaviors or objects
in a given video, which enables effective and intelligent public safety management. As video anomaly
labeling is both time-consuming and expensive, most existing works employ unsupervised or weakly
supervised learning methods. This paper focuses on weakly supervised video anomaly detection, in
which the training videos are labeled whether or not they contain any anomalies, but lack information
about the specific frames and quantities of anomalies. However, the uncertainty of weakly labeled data
and the large model size prevent existing methods from wide deployment in real scenarios, especially
the resource-limit situations such as edge-computing. In this paper, we develop a lightweight video
anomaly detection model. On the one hand, we propose an adaptive instance selection strategy, which
is based on the model’s current status to select confident instances, thereby mitigating the uncertainty
of weakly labeled data and subsequently promoting the model’s performance. On the other hand, we
design a lightweight multi-level temporal correlation attention module and an hourglass-shaped fully
connected layer to construct the model, which can reduce the model parameters to only 0.56% of the
existing methods (e.g. RTFM). Our extensive experiments on two public datasets UCF-Crime and
ShanghaiTech show that our model can achieve comparable or even superior AUC score compared to
the state-of-the-art methods, with a significantly reduced number of model parameters.

1. Introduction
surveillance serves as a critical tool for identifying un-

expected or abnormal events in many scenarios such as traf-
fic monitoring and public safety management. Traditionally,
video surveillance is heavily dependent on manual opera-
tions and of low intelligence [1–3]. For example, many cam-
eras are installed in public venues such as stations and parks,
to monitor unexpected or abnormal events, which generate
huge amounts of videos. To check these videos manually is
time-consuming and laborious. The rapid development of
computer vision and deep learning technologies has spurred
more and more research on video abnormal event detection
or video anomaly detection (VAD), which enables the appli-
cations of automatic scene monitoring and intelligent early
warning.

Generally, there are there types of video anomaly detec-
tion methods, supervided [4], unsupervised [5–9] and weakly-
supervised [3, 10–15]. Supervised video anomaly detec-
tion typically requires frame-level or even pixel-level labels,
which incurs expensive training cost. Hence, there is a lit-
tle related research in this direction. Unsupervised video
anomaly detection uses unlabeled data to train models, with
the lowest training cost, but exhibits poor performance. Weakly-
supervised video anomaly detection (WVAD) uses weakly-
labeled data to train the model, where the training videos are
labeled whether or not they contain any anomalies, but there
is no information about which frames the anomalies are lo-
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cated. Thus, WVAD inherits the advantages of supervised
and unsupervised methods. On the one hand, WVAD has
better performance than unsupervised methods as some su-
pervision is exploited. On the other hand, WVAD is much
cheaper and more efficient in acquiring the training data than
supervised methods, because the latter requires to label each
frame whether it contains anomalies. Therefore, WVAD be-
comes a hot topic of video anomaly detection.

WVAD is typically based on Multiple Instance Learn-
ing (MIL) [3, 10]. Under the MIL framework, a video is
viewed as a bag that consists of various clips, each of which
is considered as an instance. For the training videos, the an-
notations are on the video level. That is, we know which
videos have anomalies, but we do not know which clips (or
instances) and frames have anomalies. In this context, WVAD
methods face two major challenges. The first challenge is
the uncertainty of the weakly labeled data: we do not know
both the number and the locations of anomalous clips in each
anomalous video, which limits the full exploitation of the
training anomalous data, thus resulting in unsatisfactory per-
formance. The second challenge is the huge model size. The
models of existing methods have too many parameters, mak-
ing them difficult to be applied in resource-pressing scenar-
ios, such as edge-computing applications. Existing methods
have been mainly trying to tackle these two challenges.

Concretely, existing MIL based methods [3, 10–12, 16]
adopt a strategy to maintain balance between the number of
anomalous videos and that of normal videos in the training
set, and compute the loss by selecting the instance (or clip)
of the highest anomaly score. This strategy aims to minimize
the uncertainty of weakly labeled data. Typically, in real sce-
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Figure 1: The framework of our method Light-WVAD. Our model is based on the multi-instance learning (MIL) framework. Each
video is divided into 32 consecutive clips (or instances), which are grouped into a positive instance bag (for abnormal videos) or
a negative instance bag (for normal videos). Video features are extracted by I3D. A Multi-level Temporal correlation Attention
(MTA) module is designed to capture time-related information, which is then input to a Hourglass-shaped Fully Connected layer
(HFC) to calculate the score of each instance. The top-𝐾 reliable instances are selected based on an Adaptive Instance Selection
(AIS) strategy for subsequent loss calculation.

narios, the time duration of anomalous videos used for train-
ing usually exceeds 30 seconds, which suggests the presence
of multiple anomalous clips. However, the selection of only
the instance (clip) of the highest anomaly score might lead to
under-utilization of all the available anomalous data. Statis-
tical finding from RTFM [13] reveals that the mean number
of anomalous clips within an anomalous video is approxi-
mately three. Therefore, choosing the three instances (clips)
of the largest feature magnitude in both anomalous and nor-
mal videos for loss calculation can more effectively utilize
the training data, thereby improving performance. However,
our point of view is that different numbers of instances should
be chosen for different datasets. Therefore, we propose an
Adaptive Instance Selection (AIS) strategy, which selects the
number of normal or anomalous instances adaptively based
on the current status of the model in training, thereby it is
able to accommodate different training datasets.

On the other hand, there are relatively fewer lightweight
models for VAD in the literature [14–16], which usually com-
promise performance to embrace smaller models. In this pa-
per, to devise a lightweight yet high-performance anomaly
detection model, we develop a lightweight Multi-level Tem-
poral correlation Attention (MTA) module. This module
emphasizes the relationships between video instances (clips)
of different time spans, thus making the model focus on the
important instances in the videos. Furthermore, we design
an Hourglass-shaped Fully Connected layer (HFC), which
contains only half the parameters of a conventional fully con-
nected layer (FC), yet does not degrade the model’s perfor-
mance. Finally, Observing the limitation of the sparsity loss
widely used in existing methods, we specifically introduce a
more effective antagonistic loss.

In summary, in this paper we propose a novel, MIL-
based lightweight video anomaly detection model, whose
framework is shown in Fig. 1. First, we use I3D to decom-
pose each video into 32 continuous clips, which are encoded

and organized into the positive or negative instance bag. The
instances in the bags are input into the Multi-level Tempo-
ral correlation Attention (MTA) module, to make the model
focus on the important features in the time dimension of the
videos. Next, instance features are input into an Hourglass-
shaped Fully Connected (HFC) layer to obtain the anomaly
score for each instance. Finally, we dynamically determine
the number𝐾 of positive and negative instances used for loss
calculation based on the adaptive instance selection strategy.
The main contributions of this study include:

1. We propose an adaptive sample selection strategy that
alleviates the uncertainty problem of weakly-labeled
data and improves model performance.

2. We design a lightweight multi-level temporal correla-
tion attention module and an hourglass-shaped fully
connected layer, which leads to a lightweight video
anomaly detection method with only 0.56% of the pa-
rameters of the existing SOTA method RTFM [13].

3. We analyze the limitations of using sparsity loss in
weakly-supervised video anomaly detection, and de-
velop a more suitable antagonistic loss for this prob-
lem.

4. We conduct extensive experiments on two benchmark
datasets UCF-Crime and ShanghaiTech, which show
that our model achieves competitive or even superior
performance compared to state-of-the-art methods of
video anomaly detection.

The rest of this paper is organized as follows: Sec. 2 re-
views the related works and highlights the differences of our
work from the existing ones. Sec. 3 introduces the proposed
method in detail. Sec. 4 presents the results of performance
evaluation, including performance comparison with existing
works and ablation studies. Finally, Sec. 5 concludes the pa-
per and pinpoints the future works.

Yang Wang et al.: Preprint submitted to Elsevier Page 2 of 13



Video Anomaly Detection

2. Related Work
Here we review the related work from two aspects: weakly

supervised video anomaly detection and attention network.
2.1. Weakly Supervised Video Anomaly Detection

Traditional anomaly detection methods typically assume
that only normal training data is available and use hand-
crafted features for one-class classification to solve the prob-
lem [17–20]. With the development of deep learning tech-
niques, some unsupervised learning methods utilize deep neu-
ral networks to learn features such as human posture and op-
tical flow [5, 21–24], or utilize the difference in feature dis-
tribution between normal and abnormal samples [9] to per-
form abnormality detection. The essence of unsupervised
video anomaly detection methods [5, 21–24] lies in the as-
sumption that anomalies are rare events, and therefore the
model is trained to learn mainly the feature distribution of
normal samples. Based on this assumption, the model then
determines whether a test sample is an anomaly by calculat-
ing the reconstruction errors or feature distributions of the
test sample and the normal samples. However, due to the
lack of prior knowledge about anomalies, these methods are
prone to overfitting to training data and unable to distinguish
normal and anomalous events.

Some works [3, 10–13, 25, 26] have shown that utilizing
partially labeled abnormal samples can achieve better perfor-
mance than unsupervised methods. However, the cost of ob-
taining a large number of frame-level labels is prohibitively
high. Therefore, some video anomaly detection methods ap-
ply video-level labels for weakly supervised training. Sul-
tani et al. [3] proposed a method that uses video-level la-
bels and introduced the large-scale weakly supervised video
anomaly detection (WVAD) dataset UCF-Crime. This makes
WVAD one of the mainstream research directions in video
anomaly detection [10, 13, 27, 28].

Existing Weakly supervised video anomaly detection meth-
ods are mainly based on multple-instance learning (MIL).
Given that the training data possesses only video-level la-
bels, these approaches typically employ the instances of the
highest anomaly prediction score from both positive and neg-
ative bags for loss computation during training, leading to
under-utilization of the training data. To address this issue,
Zhong et al. [29] transformed WVAD into a binary classi-
fication problem in the presence of label noise. They em-
ployed a Graph Convolutional Neural Network (GCN) [30]
to eliminate label noise, thus enhancing data utilization and
model performance. While this method improves model per-
formance, the training computation cost associated with GCN
and MIL is considerably high. Furthermore, it may make
features unconstrained in the feature space, resulting in un-
stable performance. Furthermore, Tian et al. [13] amalga-
mated representation learning and anomaly score learning
by devising Robust Temporal Feature Magnitude (RTFM)
learning. They separately selected the three instances of the
largest feature magnitude, in both abnormal and normal bags
for loss calculation. Such an approach can effectively utilize
the training data, thus achiveving better performance. How-

Figure 2: The structure of the multi-level temporal correlation
attention (MTA) module. Here, each video is divided into
𝑇 (32 in this paper) clips, each of which corresponds to an
instance.

ever, this training data utilization strategy does not consider
the diverse characteristics of different datasets.

In this paper, we propose an adaptive instance selection
strategy, which adaptively selects the numbers of normal and
abnormal instances for subsequent optimization, based on
the current training status of the model, aiming to boost the
utilization of weak label datasets.
2.2. Attention Network

Attention networks are initially used for machine trans-
lation [31] and later widely used for various computer vision
tasks such as image classification [32], object detection [33],
image segmentation [34], image captioning [35], and ac-
tion recognition [36] etc., and have achieved excellent per-
formance. Recently, attention networks have also been em-
ployed in weakly supervised tasks. Choe et al. [37] proposed
an attention-oriented dropout layer, leveraging self-attention
mechanisms to address the weakly supervised object local-
ization problem. W-TALC [38] combines MIL and common
activity similarity loss to train an attention module to solve
the weakly supervised action localization problem in videos.
Zhou et al. [6] proposed an attention that focuses on the fore-
ground of an image to alleviate the foreground-background
imbalance problem in anomaly detection. Li et al. [39] im-
proved the ability of weakly supervised anomaly detection
models to extract relationships between video frames by us-
ing SE-attention [40]. However, this method, not specifi-
cally designed for video data, fails to enable the model to
concentrate on the temporal correlation between consecu-
tive instances (clips), and has a relatively large number of
parameters.

In this paper, We devise a Multi-level Temporal Correla-
tion Attention module for video data with temporal relation-
ships. This helps the model to focus attention on important
instances (clips) in the video. Furthermore, its limited num-
ber of parameters makes it more suitable for video anomaly
detection models in resource-constrained scenarios.

3. Methodology
This section presents the proposed Lightweight Weakly

Supervised Video Anomaly Detection (Light-WVAD in short)
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method. The framework of Light-WVAD is shown in Fig. 1.
Light-WVAD mainly comprises a lightweight multi-level tem-
poral correlation attention module, an hourglass-shaped fully
connected layer, and an adaptive instance selection strategy
to alleviate the uncertainty of weakly labeled data. In addi-
tion, we employ a more robust antagonistic loss to further
optimize the model’s performance. In what follows, we first
give a formal definition of the problem, then introduce the
major modules of our method in detail.
3.1. Problem Statement

In the context of weakly-supervised learning, anomaly
detection can typically be regarded as a multiple-instance
learning problem. Given a set of videos with video-level
annotations (i.e., just labeling whether or not a video in the
training dataset contains anomalous content), Weakly-supervised
video anomaly detection (WVAD) aims to train a model with
the annotated data, which is able to predict whether there are
anomalies in any new videos.
3.2. Feature Extraction

In the data preprocessing stage, the widely used networks
for feature extraction are I3D [41] and C3D [42]. Some ex-
isting research works [13, 27, 43] have shown that I3D can
more effectively extract sample features. Therefore, in this
paper we use I3D for data preprocessing and convert videos
into feature vectors. Concretely, Given a video 𝑉𝑖, we di-
vide it into 32 consecutive and non-overlapping clips, each
of which is regarded as an instance. The clips are grouped
into a positive or negative bag based on the video-level la-
bels 𝑌 . Here, the positive bag (𝑌 = 1) contains at least one
anomalous instance (clip), while the negative bag (𝑌 = 0)
consists only of normal instances (clips).
3.3. Multi-level Temporal Correlation Attention

The structure of the Multi-level Temporal Correlation
Attention (MTA) module is shown in Fig. 2. In this mod-
ule, we first use a global average pooling layer to convert
the 𝑇 (𝑇 is 32 in this paper) instance features in a bag into
a 𝑇 -dimensional vector representing 𝑇 channels. Then, we
evaluate cross-channel interactions via convolution, and ul-
timately determine the weight of each channel. This makes
the model focus on the important instances of each video in
the time dimension.

To reduce parameters, we use a one-dimensional convo-
lution 𝐶𝑜𝑛𝑣1𝐷 of kernel size 𝑘 (𝑘 ≥ 3) to capture the cross-
channel interactions of adjacent instances. In addition, in or-
der to capture the interaction information between adjacent
channels at different time spans, we jointly use convolution
kernels of different sizes. The calculation process is as fol-
lows:

𝑇𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 = (𝐶𝑜𝑛𝑣1𝐷[𝑘], 𝐶𝑜𝑛𝑣1𝐷[𝑘 − 2],… ,
𝐶𝑜𝑛𝑣1𝐷[3]) ∗ 𝐺(𝜒)

(1)

In Equ. (1), 𝐶𝑜𝑛𝑣1𝐷[𝑘] represents the convolution ker-
nel function of size 𝑘 (𝑘 ≤ 𝑇 ), ∗ denotes the convolution op-
eration, 𝜒 is the feature vector of a video and 𝐺(𝜒) is the fea-

ture vector after global pooling. In the one-dimensional con-
volution layer, the convolution operation between𝐶𝑜𝑛𝑣1𝐷[𝑘]
and 𝐺(𝜒) is equivalent to sliding the convolution kernel, and
multiplying it with the feature, then adding the convolution
results. The calculation of 𝐺(𝜒) is as follows:

𝐺(𝜒) = 1
𝑊𝐻

∑𝑊 ,𝐻
𝑖=1,𝑗=1𝜒𝑖𝑗 (2)

Finally, by feeding 𝑇𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 into the activation layer LeakRelu [44]
and performing a concatenation operation with the original
input 𝐺(𝜒), the attention module outputs 𝑌𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛:

𝑌𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 = 𝜆1𝑆𝑢𝑚(𝐿_𝑅𝑒𝑙𝑢(𝑇𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛)) ⋅ 𝜒 (3)
Here, 𝐿_𝑅𝑒𝑙𝑢() [44]is the activation function, 𝜆1 is a hy-
perparameter set to 0.1, and ⋅ represents the corresponding
multiplication operation. 𝑌𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 is the video feature with
multi-level temporal correlations obtained by MTA, which
can enhance the features of important instances in each video
and weaken the features of less important instances.
3.4. Hourglass-shaped Fully Connected Layer

In the fully connected layer, each node connects with all
the nodes of the preceding layer, resulting in a substantial
number of parameters in the fully connected layer. To cut off
the parameters in this layer, we propose a novel hourglass-
shaped fully connected (HFC) layer. Fig. 3 illustrates the
HFC structure on the right side, for comparison the tradi-
tional fully connected (FC) layer is illustrated on the left.
HFC and FC have the same number of layers and layer di-
mensions, however, HFC has a 2048-64-128 structure, in
contrast to the traditional FC’s 2048-128-64. Consequently,
the number of parameters in HFC is approximately half of
that in FC. With HFC, we get the anomaly scores of all in-
stances in the positive and negative bags.
3.5. Adaptive Instance Selection

Here, we design an adaptive instance selection (AIS) strat-
egy to choose important instances based on the current train-
ing status of the model and autonomously determines the
number of instances used for loss computation. This strat-
egy is primarily based on two important facts of MIL-based
weakly supervised video anomaly detection. First, the neg-
ative bag contains only normal instances, i.e., each instance
in the negative bag is normal. Second, as continuity ex-
ists amongst instances in the videos, the predicted anomaly
scores of neighboring instances should also be continuous.
These two factors enable us to infer the model’s training sta-
tus by examining its predictions of negative instances dur-
ing the training process. With this, the confident positive
(anomalous) instances can be determined from the set of cur-
rent positive instances.

The workfolow of AIS is shown in Fig. 4, which consists
of three steps:

Step 1. With the anomaly scores of all instances from the
HFC module, the first step of AIS is to calculate the confi-
dence score 𝜔 that measures the mature degree of the model
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Figure 3: The structures of (a) the traditional fully connected
layer (FC), and (b) our hourglass-shaped fully connected layer
(HFC).

(i.e., how well the model is trained), based on the average
anomaly scores of the negative instances and the average
score difference between consecutive positive and negative
instances. Concretely,

𝜔 = 1 − 1
𝑇
∑𝑇

𝑖=1𝑆
𝑁
𝑖 − 1

2𝑇 − 2
∑𝑇−1

𝑖=1 (||
|

𝑆𝑁
𝑖+1 − 𝑆𝑁

𝑖
|

|

|

+ |

|

|

𝑆𝑃
𝑖+1 − 𝑆𝑃

𝑖
|

|

|

)
(4)

Above, 𝑇 is the number of instances in each positive/negative
bag, 𝑆𝑃 and 𝑆𝑁 are the scores of positive and negative in-
stances respectively. In Equ. (4), the 2nd item computes
the mean of anomaly scores of negative instances, while the
3rd item calculates the mean of the differences in anomaly
scores between consecutive positive and negative instances.
As training goes, the 2nd term approaches 0 as negative in-
stances should have 0 anomaly score, and the 3rd term also
be close to 0 considering the continuity of anomaly scores
of consecutive instances. Thus, the confidence score 𝜔 be-
comes close to 1.

Step 2. We select confident instances for loss computa-
tion based on the confidence score 𝜔. The number of confi-
dent instances to be selected is determined as follows:

𝐾 = 𝜔 ∗
∑𝑇

𝑖=1𝑓 (𝑆
𝑃
𝑖 ) (5)

where the function 𝑓 (.) is 1 if 𝑆𝑃
𝑖 ≥ 0.9, otherwise is

0. That is, we first count the number of instances with score
over 0.9, and then multiply it by the confidence score 𝜔 to
obtain the final number of confident anomaly instances 𝐾 .

Step 3.The feature magnitudes [13] of the top-𝐾 instances
with the highest scores are selected separately from the pos-
itive and negative sets, and corresponding optimizations are
performed accordingly. Thus, the loss function is as follows:

𝑙𝑜𝑠𝑠𝐴𝐼𝑆 =
∑

𝜒∈𝑈𝜒_𝑡𝑜𝑝−𝐾
(𝑦𝑙𝑜𝑔(𝑚𝑒𝑎𝑛(𝑠𝜃(𝜒)))

+(1 − 𝑦)𝑙𝑜𝑔(1 − 𝑚𝑒𝑎𝑛(𝑠𝜃(𝜒))))
(6)

where 𝑠𝜃 is the feature extraction part of the model, 𝑚𝑒𝑎𝑛 is
the mean function. 𝑈 is the set of video instance (clip) fea-
tures extracted by I3D, and 𝑈𝜒_𝑡𝑜𝑝−𝐾 is the set of features of
the top-𝐾 instances selected from the positive and negative
bags, 𝜒 is the feature of an instance. 𝑦 ∈ {0, 1}, and 𝑦 = 0
when 𝜒 is a normal video clip feature, otherwise 𝑦 = 1.
3.6. Antagonistic Loss Function

Existing methods of weakly supervised anomaly detec-
tion predominantly employ smooth loss and sparsity loss for
model optimization. Smooth loss assumes that there exists
only slight discrepancy in features between consecutive in-
stances, and thus the variation in anomaly scores is tiny,
which conforms to the real scenario. On the other hand, the
sparsity loss assumes that anomaly events in videos occur in-
frequently, therefore the mean anomaly score of instances in
an anomalous video should approach zero. Although the as-
sumption of sparsity is reasonable, it does not hold in actual
model training. Owing to computational resource constraint,
typically 32 consecutive instances are used to form a bag. In
training, when anomalies are present in a bag, the proportion
of abnormal instances cannot be overlooked. According to
our preliminary analysis conducted on ShanghaiTech [29],
the ratio of abnormal instances approximates 20%, and the
mean score is around 0.2. Based on the above analysis, the
use of smoothing loss is retained in this study. The imple-
mentation of smoothing loss is defined by the following for-
mula:

𝑙𝑜𝑠𝑠𝑠𝑚𝑜𝑜𝑡ℎ = 1
𝑇 − 1

∑𝑇−1
𝑖=1 (‖

‖

𝑆𝑖+1 − 𝑆𝑖
‖

‖

2) (7)
where𝑆 represents the anomaly scores predicted by the model
for instances, and ‖‖

2 is the 𝐿2 norm. The 𝐿2 norm assigns
larger losses and gradients to anomalous instances.

Besides the smooth loss, we also devise an antagonis-
tic loss, which is more suitable for weakly supervised MIL.
The antagonistic loss is based on the antagonistic assump-
tion of scores for positive and negative instances, capable of
gauging the model’s predictive performance on both posi-
tive and negative instances. As the negative bag exclusively
contains normal instances, the scores of the most normal in-
stances should approach zero. On the contrary, for the pos-
itive bag that includes some abnormal instances, the scores
of the most anomalous instances should be close to 1. With
this in mind, we have the following antagonistic loss:

𝑙𝑜𝑠𝑠𝑎𝑛𝑡𝑎𝑔𝑜𝑛𝑖𝑠𝑡𝑖𝑐 = 𝑆𝑁
𝑡𝑜𝑝−1 + (1 − 𝑆𝑃

𝑡𝑜𝑝−1) (8)
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Figure 4: The workflow of our adaptive instance selection (AIS) strategy on a pair of positive and negative bags. It consists of
three steps. Here, each red or blue square is an instance. Top-𝐾 instances are selected from both the positive and negative bags.

Here, 𝑆𝑃
𝑡𝑜𝑝−1 and 𝑆𝑁

𝑡𝑜𝑝−1 respectively represent the high-
est (top-1) abnormality score of instances in the positive and
negative bags predicted by the model. 𝑙𝑜𝑠𝑠𝑎𝑛𝑡𝑎𝑔𝑜𝑛𝑖𝑠𝑡𝑖𝑐 not
only embodies the antagonistic constraint between positive
and negative instances, but also provides optimization con-
straints for them respectively. Finally, the total loss function
of our method Light-WVAD is as follows:

𝑙𝑜𝑠𝑠𝑎𝑙𝑙 = 𝑙𝑜𝑠𝑠𝐴𝐼𝑆 + 𝑙𝑜𝑠𝑠𝑠𝑚𝑜𝑜𝑡ℎ + 𝑙𝑜𝑠𝑠𝑎𝑛𝑡𝑎𝑔𝑜𝑛𝑖𝑠𝑡𝑖𝑐 (9)

4. Performance Evaluation
4.1. Datasets and Evaluation Metrics

We evaluate our model on two commonly used video
anomaly detection benchmark datasets, ShanghaiTech [45]
and UCF-Crime [3]. The videos in both datasets were col-
lected by fixed recording devices (surveillance cameras).

1. ShanghaiTech [45]: This dataset consists of 437 street
surveillance videos captured from fixed angles, with
13 different background scenes. It contains 307 nor-
mal videos and 130 abnormal videos. Originally, it
was used as a benchmark for unsupervised video anomaly
detection. However, Zhong et al. [29] reorganized the
dataset by selecting a subset of anomalous testing videos
to create a weakly supervised training set, so that all
13 background scenes are covered in both the training
and testing sets. We follow exactly the same proce-
dure as in Zhong et al. [29] to convert ShanghaiTech
for the weakly supervised setting.

2. UCF-Crime [3]: The UCF-Crime dataset is a real-
world surveillance video dataset that consists of 950
anomalous videos belonging to 13 anomalous cate-
gories, and 950 normal videos. The training set pro-
vides only video-level labels, while the testing set pro-

vides both video-level labels and frame-wise annota-
tions for evaluation. Each anomalous video in the test-
ing set contains one or two anomalous events. Due to
significant variations in the time duration of abnormal
events across different videos, this dataset poses a se-
rious challenge for video anomaly detection models.

For performance evaluation, we adopt the frame-based
receiver operating characteristic (ROC) curve and the cor-
responding area under the curve (AUC) as performance met-
rics, which is consistent with that used in previous stud-
ies [3, 14, 15, 46, 47].
4.2. Compared Methods

We compare our method with a number of existing works,
including thirteen general (non-lightweight) models and there
lightweight methods. For some models, we consider two
versions of using different feature extractors.

Among the thirteen non-lightweight models, the work of
Sultani et al. [3] is the first to use the MIL framework and
weakly supervision for video anomaly detection, and most
of the subsequent works follow their settings. The method
of Zhang et al. [10] defines a new inner-bag loss in the MIL
framework to limit the function space and expand the differ-
ences in feature distributions for different types of instances.
ARNet [12] uses a dynamic multi-instance learning loss to
enlarge the interclass distance between anomalous and nor-
mal instances, and a center loss to narrow the intraclass dis-
tance of normal instances to boost the model’s ability to dis-
tinguish anomalies. CLAWS Net+ [48] employs a clustering
loss to mitigate labeling noise, which improves the learn-
ing of representations for both abnormal and normal videos.
MIST [43] adopts a multi-instance self-training framework
to effectively refine task-specific discriminative representa-
tions using only video-level annotations. Similarly, MSL [27]
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proposes a self-training strategy and designs a transformer-
based Multi-Sequence Learning network to further learn video-
level anomaly probabilities and clip-level anomaly scores.
RTFM [13] trains the feature magnitude learning function
to effectively identify positive instances and improves the
robustness of the model. BN-SVP [4] introduces a novel
approach called Bayesian non-parametric submodular video
partitioning to enhance the training of MIL models, and pro-
vides a reliable solution for robust anomaly detection in prac-
tical scenarios that involve outlier instances or multiple types
of abnormal events. DAR [46] and the method of Wu et
al. [11] design the model structure using a multi-branching
and multi-stage approach, respectively, to improve the model’s
ability to understand and fuse different modal data in the
videos. Mu et al.’s method [49] and GCN-Anomaly [29]
innovatively employ graph convolutional networks for en-
hancing the model’s ability to understand spatio-temporal
correlation features in videos. The NTCN-ML [51] model
extracts temporal representations of video data to construct
a time-series pattern to optimize the multi-instance learn-
ing process. MGFN [52] propose a novel glance and focus
network to effectively integrate spatial-temporal information
for accurate anomaly detection.In addition, MGFN [52] pro-
pose the Feature Amplifcation Mechanism and a Magnitude
Contrastive Loss to enhance the discriminativeness of fea-
ture magnitudes for detecting anomalies. NG-MIL [53] en-
codes diverse normal patterns from noise-free normal videos
into prototypes to construct a similarity-based classifier. By
combining predictions from classifiers, this approach can re-
fine anomaly scores, reducing training instability from weak
labels. CU-Net [54] introduces an enhanced framework with
a two-stage self-supervised model. This model can generate
and iteratively refine pseudo-labels by leveraging the com-
pleteness and uncertainty properties of weakly labeled data.
HSN [55] propose a Human-Scene Network to learn dis-
criminative representations by capturing both subtle and strong
cues in a dissociative manner. Despite their remarkable per-
formance in anomaly detection, these models do not con-
sider factors such as model parameter size and runtime speed
in their designs. In the there lightweight methods, the work
of Chang et al.[14] proposes a lightweight MIL model incor-
porating a comparative attention module to improve model
performance. The method of [15] introduces a self-attention
mechanism to enhance the performance of the lightweight
MIL model. BE-WVAD [16] proposes short-input inference
modes, which can significantly reduce the required length
of input videos and therefore greatly cut down memory and
computational costs. Although these two methods achieve
considerable advance, there remains substantial room to en-
hance the design of the model and boost the performance.
4.3. Implementation Details

Following the experimental setup in [3], we first divide
each video into 32 (𝑇=32) video clips. For the model pa-
rameters, we have the following settings:

1. The number of nodes in the fully connected (FC) layer
is set to 2048, 64, and 128, respectively. The threshoulds

of the Leacky ReLU activation function and dropout
function are set to 0.5.

2. The input features are extracted from the “mix 5c”
layer of the pre-trained I3D [41] network, and the multi-
level temporal correlation attention module is used with
a 1×1 Conv1D.

3. Our model is trained end-to-end using the Adam opti-
mizer [50], with a weight decay coefficient of 0.0005,
a batch size of 32, and a total of 200 epochs. The learn-
ing rate for both ShanghaiTech and UCF-Crime is set
to 0.001. Each batch consists of 32 normal and abnor-
mal instances respectively.

We implement our model using PyTorch. To ensure fair-
ness in the comparison of model performance, we use the
same benchmark settings as [3, 14, 15], and report the results
of all baselines with the same backbone network as ours.
4.4. Performance Comparison

To demonstrate our method’s effectiveness, we compare
it with existing anomaly detection methods, including gen-
eral WVAD models and lightweight WVAD methods.

Table 1 presents the frame-level AUC results on the Shang-
haiTech dataset. We can see that our method obtains the
highest performance of 95.9% among the lightweight weakly-
supervised methods, and surpasses most of general (non-
lightweight) methods, whilst maintaining a parameter size
of merely 0.14M.

Table 2 gives the frame-level AUC performance on the
UCF dataset. Our method not only achieves the highest AUC
of 84.7% among the lightweight weakly-supervised meth-
ods, but also outperforms most non-lightweight weakly-supervised
methods, standing at the third place among all general mod-
els.

Table 3 gives the frame-level AUC performance on the
XD-Violence dataset. Our method not only achieves the high-
est AUC of 77.3% among the lightweight weakly-supervised
methods, but also performs comparably to most of the non-
lightweight weakly-supervised methods.

Besides comparing the AUC results of different meth-
ods on the two datasets, we also compare the number of pa-
rameters among all methods, the results are presented in Ta-
ble 4. We can see that our method utilizes only 0.14M pa-
rameters, which is the lowest among the compared models.
Particularly, our method has only less than 1% of the pa-
rameters of the RTMF method, and only half of the parame-
ters of the currently smallest resource-intensive lightweight
method [14].

Combined the comparison results from Table 1 to Ta-
ble 4, it is obvious that our method is a lightweight yet good-
performance method for weakly supervised video anomaly
detection.
4.5. Ablation Studies

Effect of major modules in Light-WVAD. To evaluate
the effectiveness of the major modules in our method, we
conduct ablation experiment on the ShanghaiTech dataset.
The results are presented in Table 5. Here, the baseline model
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Table 1
Performance comparison of frame-level AUC on ShanghaiTech.
For lightweight models, the best result is in red and the second
best in blue; For general (Non-lightweight) models, the best
result is in bold.

Model type Method Feature extractor AUC (%)
GCN-Anomaly [29] TSN 84.4

AR-Net [12] I3D 91.2
CLAWS Net+ [48] C3D 89.7

MIST [43] C3D 93.1
MIST [43] I3D 94.8
RTFM [13] C3D 91.5
RTFM [13] I3D 97.2
MSL [27] C3D 94.8
MSL [27] I3D 97.3

BN-SVP [4] C3D 96.0
Mu et al. [49] I3D 92.3
NTCN-ML [51] I3D+TCN 95.3

General
Models

DAR [46] I3D 97.5
NG-MIL [53] I3D 97.4

HSN [55] I3D 96.2
Watanabe et al. [15] I3D 95.7

Chang et al. [14] C3D 87.3
Chang et al. [14] I3D 92.3
BE-WVAD [16] I3D 95.0

Lightweight
Models

Light-WVAD (ours) I3D 95.9

is a simple network consisting of fully connected layers, with
an AUC of 93.8%. The results in Table 5 show that employ-
ing MTA, AIS, and the antagonistic loss (A-Loss in short) to
the baseline individually can obviously improve the model’s
performance. Furthermore, our proposed lightweight HFC
structure does not have negative impact on the model’s per-
formance. In summary, by combining MTA, HFC, AIS, and
A-Loss into our method, a 2.1% performance improvement
on the ShanghaiTech dataset is achieved.

Effect of parameter 𝑘 in MTA. MTA is to capture multi-
level temporal correlations of consecutive instances by in-
tegrating inter-instance feature relationships across multiple
time intervals. As described in Section 3.3, MTA has a hy-
perparameter 𝑘, which represents the maximum number of
consecutive 𝑘 instances, from which MTA can extract tem-
poral correlation information. The value of 𝑘 affects the
model’s performance. We change the value of 𝑘 from 3 to 15
with a stepsize of 2, and report the performance results in Ta-
ble 6. We can see that when 𝑘 is set to 5, the model achieves
the best performance. By analyzing the performance change
when setting different values of k for MTA, we can see that
abnormal events typically have a relatively short duration.
When 𝑘 is too large, the proportion of normal instances is
too high, which may dampen the influence of abnormal in-
stances so that MTA fails to provide discriminative tempo-
ral correlation information. On the other hand, a too small 𝑘
may result in insufficient coverage of anomalous instances,
so that MTA cannot obtain effective temporal correlation in-
formation by enough inter-instance information.

Effect of the antagonistic loss function. To further ver-
ify the advantage of the proposed antagonistic loss, we com-
pare the performance of three configurations: not using the

Table 2
Performance comparison of frame-level AUC on UCF. For
lightweight models, the best result is in red and the second
best in blue; For general (Non-lightweight) models, the best
result is in bold.

Model type Method Feature extractor AUC (%)
Sultani et al. [3] TSN 75.4
Zhang et al. [10] TSN 78.7
Wu et al. [11] I3D 82.4

GCN-Anomaly [29] TSN 82.1
CLAWS Net+ [48] C3D 83.4

MIST [43] C3D 81.4
MIST [43] I3D 82.3
RTFM [13] C3D 83.3
RTFM [13] I3D 84.3
MSL [27] C3D 82.9
MSL [27] I3D 85.3

BN-SVP [4] C3D 83.4
Mu et al. [49] I3D 84.2
NTCN-ML [51] I3D+TCN 85.1

General
Models

DAR [46] I3D 85.2
CU-Net [54] I3D 86.2
MGFN [52] I3D 87.0
NG-MIL [53] I3D 85.6

HSN [55] I3D 85.5
Watanabe et al. [15] I3D 84.7

Chang et al. [14] C3D 83.4
Chang et al. [14] I3D 84.6
BE-WVAD. [16] I3D 84.1

Lightweight
Models

Light-WVAD (ours) I3D 84.7

Table 3
Performance comparison of frame-level AP on XD-Violence.
For lightweight models, the best result is in red and the second
best in blue; For general (Non-lightweight) models, the best
result is in bold.

Model type Method Feature extractor AP(%)

General
Models

Sultani et al. [3] C3D 73.2
Wu et al. [11] I3D 75.4
RTFM [13] C3D 75.9
RTFM [13] I3D 77.8
MSL [27] C3D 75.5
MSL [27] I3D 78.3
DAR [46] I3D 78.9

MGFN [52] I3D 79.2
NG-MIL [53] I3D 78.5
CU-Net [54] I3D 78.7

Lightweight
Models

Chang et al. [14] I3D+flow 71.5
Chang et al. [14] I3D 76.9
BE-WVAD [16] I3D 74.9

Light-WVAD(ours) I3D 77.3

sparsity loss, using the sparsity loss, and using our antag-
onistic loss (our method) on the ShanghaiTeah dataset, the
results are presented in Table 7. We can see that the an-
tagonistic loss can obviously improve model performance,
whereas the sparsity loss results in a decrease in model per-
formance.

To delve deeper into why the sparsity loss causes model
performance degradation, we train models employing the
antagonistic loss and the sparsity loss respectively on the
ShanghaiTeah dataset, and illustrate their loss curves in Fig. 5,
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Table 4
Model size comparison among weakly supervised methods.
The best result is in red and the second best is in blue.

Method #Parameters (M)
Sultani et al. [3] 2.11
Wu et al. [11] 0.76
RTFM [13] 24.72

Mu et al. [49] 13.20
BE-WVAD [16] 2.49

Watanabe et al. [15] 0.33
Chang et al. [14] 0.26

Light-WVAD (ours) 0.14

Table 5
Ablation study on ShanghaiTech.

Baseline MTA HFC AIS A-Loss AUC (%)-SH
✓ 93.8
✓ ✓ 94.8
✓ ✓ 93.9
✓ ✓ ✓ 94.9
✓ ✓ 95.0
✓ ✓ ✓ 95.1
✓ ✓ ✓ 95.4
✓ ✓ ✓ ✓ 95.4
✓ ✓ 95.4
✓ ✓ ✓ ✓ ✓ 95.9

Table 6
Ablation study on parameter 𝑘 in MTA on ShanghaiTech.

Model Hyperparameter 𝑘 AUC (%)
Baesline - 93.8

Baseline+MTA

3 94.4
5 94.8
7 94.5
9 93.9
11 93.3
13 93.3
15 93.0

from which we can see a rapid drop of the antagonistic loss
as the training goes, conforming to our expectation, whereas
the sparsity loss curve exhibits an upward trend, which sug-
gests a gradual increase in the average anomaly score of ab-
normal videos during the training. This indicates the un-
suitability of the sparsity loss for model training, and further
indicates that the proportion of abnormal instances in abnor-
mal videos should not be ignored.
4.6. Visual Analysis

Visualization of test results. Here, we visualize the test
results of our method and the baseline model on the Shang-
haiTech and UCF-Crime datasets in Fig. 6 and Fig. 7 re-
spectively, to further demonstrate the performance of our

Figure 5: The loss curves in model training when using (a) the
psarsity loss and (b) our antagomostic loss.

Table 7
Ablation study on loss functions in our method on Shang-
haiTech.

Model AUC (%)-SH
Ours

(𝑙𝑜𝑠𝑠𝐴𝐼𝑆 + 𝑙𝑜𝑠𝑠𝑠𝑚𝑜𝑜𝑡ℎ)
95.4

Ours
(𝑙𝑜𝑠𝑠𝐴𝐼𝑆 + 𝑙𝑜𝑠𝑠𝑠𝑚𝑜𝑜𝑡ℎ + 𝑙𝑜𝑠𝑠𝑠𝑝𝑎𝑟𝑠𝑒)

94.8

Ours
(𝑙𝑜𝑠𝑠𝐴𝐼𝑆 + 𝑙𝑜𝑠𝑠𝑠𝑚𝑜𝑜𝑡ℎ + 𝑙𝑜𝑠𝑠𝑎𝑛𝑡𝑎𝑔𝑜𝑛𝑖𝑠𝑡𝑖𝑐)

95.9

method.
In Fig. 6(a), the anomalous event is a man falling to the

ground, and in Fig. 6(b) the anomalous event is someone
playing skateboard on pavement. However, in Fig. 6(c) and
Fig. 6(d), there is no anomaly.

As illustrated in Fig. 6(a) and Fig. 6(b), our method can
accurately identify the anomalous frames (e.g. No. 161, 205
and 241 in Fig. 6(a), and No. 127, 218 and 344 in Fig. 6(b)),
i.e., assigning very high anomaly scores to these anoma-
lous frames, while the baseline model identifys some nor-
mal frames as anomaly (e.g. Frame No. 337 in Fig. 6(a)
and Frame No. 423 in Fig. 6(b)), and assigns low scores
to some anomalies (e.g. Frame 127 in Fig. 6(b)). This in-
dicates that our method has stronger capability of anomaly
detection, and is more accurate in detecting the starting and
ending of anomalies than the baseline model. Furthermore,
Fig. 6(c) and Fig. 6(d) show that our method is more sta-
ble on normal video detection than the baseline model by
consistently maintaining lower anomaly scores for normal
frames.

In Fig. 7(a) and Fig. 7(b), the anomaly is an arrest ac-
tion and a robbery event, respectively, while in Fig. 7(c) and
Fig. 7(d), there is no anomaly.

The visualization results in Fig. 7(a) indicate that our
method can accurately identify the anomalous event of po-
lice performing an arrest action. Nonetheless, we also ob-
serve incorrect responses at Frame No. 621 and No. 2272 in
the normal screenshots, which are attributable to the dras-
tic movements of individuals in the scene. Thus, we guess
that our model faces challenge in delineating certain normal-
anomaly boundaries, primarily due to the absence of detailed
annotations. In Fig. 7(b), the anomaly corresponds to a gun-
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Figure 6: Visualization of test results of our method Light-
WVAD and the baseline model on the ShanghaiTech dataset.
The pink area denotes the time period that anomalies occur in
the video, and the numerical labels on the line correspond to
the labels in the video frames. In the anomalous video screen-
shots, the numbers are highlighted in red, and the anomalous
objects are marked with red boxes in the frames.

man robbing a car, and a noticeable score fluctuation occurs
at Frame No. 1351 in the video, due to the gunman being
obscured by the car door, preventing the model from recog-
nizing the anomaly. Nevertheless, outside the scope of the
car door’s obstruction, our model can still successfully de-
tect the anomaly. Ultimately, as per the visualization results
in Fig. 7(c) and Fig. 7(d), our model still exhibits obvious
stability on normal videos.

Detection performance of each anomalous class in the
UCF-Crime dataset. Fig. 8 presents the AUC of our method
on each anomalous class in the UCF-Crime dataset. Com-
pared to RTFM and the baseline, our method yields superior
or equivalent detection accuracy across 11 anomaly classes.
Specifically, AUC is improved over 12% for the “Assault”
and “Stealing” classes. Typically, without long-term analy-
sis of object and human motion, detecting these two types of

Figure 7: Visualization of test results of our method Light-
WVAD and the baseline model on the UCF-Crime dataset. The
pink area denotes the time period that anomalies occur in the
video, and the numerical labels on the line correspond to the
labels in the video frames. In the anomalous video screenshots,
the numbers are highlighted in red, and the anomalous objects
are marked with red boxes in the frames.

anomalies is very difficult. Nevertheless, our method achieves
high detection accuracy, indicating that our MTA module is
effective. Similar to the other methods, our model exhibits
suboptimal performance on the “Explosion”, “Road Acci-
dents”, “Vandalism”, and “Abuse” classes. For the sudden
anomalies without enough warning signals, they remains a
challenge for video anomaly detection.

5. Conclusion
This study develops a lightweight weakly-supervised video

anomaly detection method (Light-WVAD) that can effec-
tively addresses the uncertainty and high-parameter issues
associated with the existing WVAD methods. Compared
with existing lightweight models, Light-WVAD has the small-
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Figure 8: AUC results of three methods on different anomalous
classes in the UCF-Crime dataset.

est number of parameters and the best performance. How-
ever, predicting sudden anomalies without warning signals is
still a serious challenge for current video anomaly detection
methods. And the predicted results on different anomalous
classes in the UCF-Crime dataset also show that our model is
not effective enough in detecting sudden anomaly classes. In
the future, we plan to employ multi-modal techniques to en-
hance the model’s understanding of video content, and thus
develop more effective video anomaly detection models.
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