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Abstract

During long distance transporting for bulk commodities, the trucks need to stop
off at multiple places for resting, refueling, repairing or unloading, which are
important in transport route planning, called as transport stay hotspots (or
Tshot for short). Massive waybills and their related trajectories accumulated
by the freight platforms enable us to recognize Tshots and keep them updated
constantly. But due to most of Tshots have varying sizes and are adjacent to
each other, it is hard to pinpoint their locations precisely. In addition, to cor-
rectly annotate functional tags of Tshots that have fewer visiting trajectories
is quite difficult. In this paper, we propose a Multi-view Context awareness
based transport Stay hotspot Recognization fr-amework, called MCSR, consist-
ing of location identification, feature extraction and functional tag annotation.
To address the mis-detection issue in pinpointing adjacent Tshots having vari-
ous sizes, we design a multi-view clustering based stay area merging strategy by
incorporating distance between road turn-off locations, number of visiting trajec-

tories with similarity of visiting time distribution. Further, aiming at the issue of
low annotating precision resulted by data scarcity, based upon extracting behav-

ioral features and attribute features from waybill trajectories, we leverage a time

interval -aware self-attention network to extract semantic contextual features to
assist in ensemble learning based annotation modeling correctly. Finally, exten-
sive experiments and case studies are conducted on real steel logistics data to
demonstrate the effectiveness and practicability of MCSR.

Keywords: transport stay hotspot, multi-view clustering, semantic contextual feature,
ensemble learning.
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1 Introduction

Bulk commodity transporting is dominated by road transportation and mostly requires
for long distance traveling. During transportation, the trucks have to stop off at dif-
ferent places for multiple times for resting, refueling, repairing and unloading, which
are called transport stay hotspots (or Tshots for short). But due to dynamical changes
of Tshots, the truck drivers cannot always find them by the traffic devices or public
facilities in Point Of Interest (or POI for short) data of cities. To be specific, some
Tshots may be newly established or relocated. Besides, the truck drivers tend to choose
a few abandoned workshops or deserted open spaces as rest stations for economical
reasons. Therefore, it necessitates to mine Tshots properly to support transport route
planning for road transportation. In past few years, numerous researches have com-
mitted to identifying culturally important places or socially meaningful ones according
to the frequencies of users visiting such locations and users’ travel experiences. But
they focus only on the acquisition of the physical location of these significant places
for personalized location recommendation [1–3]. In addition, some researches aims at
using trajectory to infer places with specific semantics, such as the courier delivery
locations [4, 5] and illegal hazardous chemical facilities [6]. Since the truck drivers have
various intuitions for choosing stay hotspots during transportation and different stay
behaviors at each hotspot, the above works cannot be directly utilized to tackle our
proposed Tshot recognition issue, which consists of Tshots’ locations pinpointing and
functional tags annotating.

With the widely applications of network freight platforms in bulk logistics field,
massive trajectories of the trucks together with waybills are gathered continuously,
which offer us an opportunity to mine Tshots. However, we yet need to tackle some
unique challenges during the process of location pinpointing and functional tag anno-
tating: Challenge I. Tshots of various scales are adjacent to each other.

Tshots have different scales, i.e. each Tshot may contain one or more gathering areas of
stay points, called stay areas. Besides, some Tshots are adjacent to each other, which
increases the difficulty for differentiating their respective location and coverage. As
shown in Fig.1(a), although steel market is adjacent to raw material supplier, the for-
mer contains four stay point gathering areas (marked as stay1,stay2,stay3 and stay4
respectively), while the latter has only one (i.e. stay5). The case is same to nearby
rest station and petrol station. It easily leads to missed-detection of some small-scale
Tshots like stay4. Challenge II. Some Tshots have relatively scarce visiting

trajectories. Due to a few Tshots are newly established or only known by a narrow
group of drivers, the trucks’ trajectories occurred on there are scarce. These Tshots
may be easily misjudged as other classes having more training data by the annota-
tion models that built by the existing methods [7–9]. As illustrated in Fig.1(a), Rest
Station is misjudged as Logistics Enterprise due to it has fewer visiting trajectories of
the trucks.

To address the first challenge, in view of that different Tshots have their respective
locations of turning points on the road (as road turn-off locations marked by arrows
in Fig.1(a), we first try to merge the stay areas that obtained by clustering the stay
points based on extracted road turn-off locations [10]. But given some Tshots (e.g.,
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(a) Location Pinpointing (b) Functional Tag Annotation

Fig. 1: Illustration of Transport Stay Hotspot Recognization

deserted open spaces and open parks) have more than one entrance, the above strat-
egy may result in low precision of location identifying for Tshots. It is observed that
the trucks will sequentially visit several stay areas of a same Tshot in short intervals
during a single transportation. It means that any two stay areas having more visiting
trajectories of same trucks or similar visiting-time distribution, have a higher proba-
bility of belonging to a same Tshot. Therefore, based on three views including Distance
between road turn-off locations, Number of visiting trajectories and Similarity of vis-
iting time distribution, we design a multi-view clustering based stay areas merging
strategy to identify the locations of Tshots, as illustrated in Fig.1(a).

Aiming at the second challenge, we extract historical visit sequences of Tshots
between any origin-destination pair and incorporate them into tag annotating process.
This is based on the observation that for any origin-destination pair, the trucks which
set off at the same time usually visit similar Tshot sequence, as transport trip 1 and
2 shown in Fig.1(b). Additionally, we can see from it that for the Tshot E and F
having the same functional tag (i.e.Rest Station) during the trip 1 and 2, there are
similar Tshot sequence passing through them, and time intervals of which are the
same. Inspired by the above observations, for each Tshot, we regard visit sequences
of Tshots passing through it and related visit time intervals as its semantic contexts.
On the basis of that, we employ time interval-aware self-attention network to extract
semantic contextual feature of Tshot, and introduce them into the building process of
Tshot ’s tag annotation model.

In general, we propose a Multi-view Context awareness based transport Stay
hotspot Recognization framework, called MCSR. First, we put forward a multi-view
clustering based stay area merging strategy to identify Tshots’ locations, which con-
sists of stay area detection, multi-view fusion based similarity evaluation and stay
area merging. Then, based upon extracting behavioral features,attribute features and
semantic contextual features of Tshots, a multi-classification model based on ensem-
ble learning for Tshot annotation is designed. In more detail, the key contributions of
our work are summarized as follows:
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• We address the issue of stay hotspot recognizing for bulk commodity transporting,
and then design a multi-view context awareness based framework, consisting of
location identification, feature extraction and functional tag annotation.

• Aiming at the issue of missed-detection of neighbouring small-scale Tshots, a multi-
view clustering based stay area merging strategy is presented to identify Tshots’
locations, which fuses the views of Distance between road turn-off locations, Number
of visiting trajectories and Similarity of visiting time distribution.

• To tackle the low annotating precision issue of Tshots brought by scarce visiting tra-
jectories, we not only extract behavioral features and attribute features, but leverage
a time-interval-aware self-attention network to extract semantic contextual features
and combine them to build an ensemble learning based annotation model.

• We evaluate our proposal based on a large scale of real logistics data set, and
observe an average improvement of 14.76% on the F-measure metric and 12.89%
on the AIoU metric for location identification, and 18.39% on the G-mean metric
and 14.48% on the mAUC metric for functional tag annotation, as compared to the
state-of-the-art baselines.

The rest of this paper is organized as follows. Section 2 reviews the latest work
related to our research. Section 3 provides preliminaries and the problem definition. In
Section 4, we outline and analytically study MCSR framework. In Section 5, extensive
experiments and a case studies are conducted on real datasets to evaluate MCSR.
Finally, we conclude the paper in the last Section 6.

2 Related Work

In the past decade, the issues of significant place identification [1–7, 11–13] and
POI semantic annotation[7–9, 14–19] have attracted wide attentions in academia and
industry, and various solutions have emerged accordingly.

Significant Place Identification. Numerous researches attempted to identify
the locations of interesting or important places using trajectories according to a certain
behavior characteristic of moving objects, e.g., long-time staying or high-frequency
turning. Zheng et al. tried to infer interesting locations through density-based
clustering[1–3]. Ruan et al. recognized real delivery locations by clustering the stay
points nearby the destination location of waybills [4, 5]. Zhu et al. identified can-
didate locations based on clustering stay points extracted from trucks’ trajectories,
and then detected illegal chemical facilities by determining whether each of them had
loading/unloading events [6, 11]. Besides this, a branch of researches detected road
intersections using trajectories according to the characteristics of multiple turning
directions and slowing down. Huang et al. detected the road intersections based on
clustering convergence points from trajectories [7]. Mao et al. identified road intersec-
tions of different scales in terms of heading direction difference and speed variation
characteristics of trajectories within various sizes of grid cells [12, 13]. The above
approaches usually clustered a number of meaningful trajectory points first and then
intuitively regarded the centers of clusters as the locations of significant places. They
are unsuitable for identifying large-scale places containing several areas where a cer-
tain distance lies between areas, e.g., a logistics park having multiple companies, a
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large steel mill with many warehouses, etc. To address this issue, we put forward a
road turn-off location based destination identification strategy in our previous study
[10]. But it still cannot ensure precisely identifying locations of the Tshots having
multiple entrances such as deserted open spaces.

POI Semantic Annotation. Most of POI semantic annotation methods tended
to decide functional tags of POI s by building a classification model based on extracting
discriminative features from check-in data. Ye et al. designed a semantic annotation
method by separately building a binary SVM model for each tag based upon explicit
patterns at individual places and implicit relatedness among similar places [7]. Krumm
et al. proposed a POI classifier consisting of a forest of boosted decision trees, which
is built on such features as the timing of visits and nearby businesses.[8, 9]. He and
Hegde respectively exploited the features of users’ check-in activities and other behav-
ior data to train a generative probabilistic model to infer tags for POIs[14, 15]. To
enhance the accuracy of POI annotation model, Yang et al. proposed a semi-supervised
learning model based on graph embedding to generate discriminative embedding for
the places in LBSNs [16]. Zhou et al. presented a tri-adaptive collaborative learning
framework to seek for an optimal POI -tag score matrix [17]. Manisha et al. proposed
a semantic annotation model for location-based social networks through incorporating
temporal factors, geographical influence and user-interests [18]. Zhou et al. developed
a multi-mode description generator incorporated with a multi-mode encoder and a
transformer-based decoder, which generates the descriptions based on POIs’ reviews
and other features [19]. The above mentioned methods mostly attain optimal perfor-
mance based on extracting behavioral features from sufficient amount of training data.
But in bulk logistics field, some Tshots have fewer visiting trajectories as compared
to the majority of Tshots, i.e. the data distribution is uneven. So the aforementioned
methods cannot guarantee extracting valuable features from them to build an effective
tag annotation model.

3 Problem Definition

In this section, we introduce some preliminary concepts and formalize the issue of
Tshots recognizing based on trucks’ trajectories and waybills.
Definition 1 (Trajectory of a Truck). A trajectory of the truck j refers to a sequence
of positional points that chronologically sampled during a time period, denoted as Trj =
{p1, p2, · · · , pn}, where pi = (lng, lat, t) (1 ≤ i ≤ n) represents a positional point
having the properties of longitude, latitude, and timestamp.
Definition 2 (Waybill). A waybill refers to the l-th transport task assigned to the
truck j, denoted as a three-tuple W l

j = (ts, td, Ctype), where ts is the timestamp when
the driver accepts the waybill, td is the timestamp of completing unloading confirmed
by a truck driver, and Ctype denotes the type of cargo to be transported.

A truck trajectory is split into several waybill trajectories belonging to different
transportation task (or transport trip) based on ts and td of each waybill. The sequence
of zero-speed positional points can be extracted from waybill trajectories, called as
stay point.
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Definition 3 (Stay Point). Given a duration threshold thrdur and a contiguous zero-
speed positional point sequence {pe, pe+1, · · · , pf}(e < f) extracted from a waybill
trajectory, the first point pe is viewed as a stay point if the time gap between pe and
pf is beyond thrdur, and the timestamp of pe is viewed as visiting time.
Definition 4 (Road Turn-off Point). Given a stay point pe and waybill trajectory
that it belongs to, map matching is performed on waybill trajectory to recognize pe’s
corresponding turn-off road (denoted as re), and the last positional point on re is
treated as pe’s related road turn-off point, as illustrated in Fig.2.

Fig. 2: Illustration of Road Turn-off Point

Definition 5 (Road Turn-off Location). Given a stay area obtained by clustering stay
points and its corresponding road turn-off point set, clustering is performed on all road
turn-off points, and the center of the largest road turn-off point cluster is treated as
that stay area’s corresponding road turn-off location, as illustrated in Fig.2.

As mentioned earlier, we cluster the stay points to generate stay areas, and then
merge the stay areas into stay hotspots in terms of their corresponding road turn-off
locations. Subsequently, for each identified Tshot, we obtain the sequence of Tshots
passing through it and related visit time intervals as its semantic context. On the basis
of that, we extract the semantic contextual features of each Tshot for annotation.
Definition 6 (Transport Stay Hotspot). A transport stay hotspot is a uniquely iden-
tified place where the trucks usually stay for resting, refueling, repairing or unloading,
which contains the attributes of geographical location hloc (represented by longitude and
latitude coordinates) and functional tag htag (e.g., rest station, logistics enterprise,
etc).
Problem Definition. Given a collection of trucks’ trajectories Trs and waybills Ws,
our task is to identify each Tshot ’s location and annotate its functional tag.

4 Overview

As shown in Fig.3, we present a Multi-view Context awareness based transport Stay
hotspot Recognization framework, called MCSR, which consists of (1) location identifi-
cation that identifies the locations of Tshots using trajectories and waybills, (2)feature
extraction that extracts behavior features, attribute features and semantic contextual
features for Tshots, and (3)functional tag annotation that annotates the functional
tag of Tshots by building an ensemble learning-based model.
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Fig. 3: Overview of MCSR

4.1 Location Identification

The main task of Location Identification involves stay area detection, multi-view fusion
based similarity evaluation and stay area merging, the details of which is given in
Algorithm 1.
Stay Area Detection based on DBSCAN Clustering. Initially, we split the
trajectories of the trucks into waybill trajectories according to the start and arrival
timestamps of different waybills. Then we extract the stay points from waybill trajec-
tories to detect stay areas. To be specific, given that trucks may stay on road due to
waiting for traffic lights or traffic jams, we only focus on the trajectory point sequence
that keeps zero velocity for a longer period of time, i.e. stay duration is beyond the
preset threshold thrdur (here thrdur is empirically set as 8 minutes). We regard the
first point in such a sequence as a stay point, and then cluster these stay points using
DBSCAN method to obtain stay areas (as stay1, stay2 shown in Fig.3) (at lines 3-5
in Algorithm 1). To avoid grouping stay points on both sides of the road into the same
cluster, we set the cluster radius eps as 5 meters in terms of minimum road width that
trucks can actually pass. Besides, we set minsample as 5 to ignore the stay areas with
a stay frequency less than 5.
Multi-view Fusion Based on Similarity Network Fusion. We extract road
turn-off points from waybill trajectory which its stay point belongs to (according to
Definition 4), and then cluster road turn-off points for each stay area using Meanshift
method to obtain road turn-off location of each stay area. After that, we generate a
similarity graph by treating stay areas as the nodes and the distance between their
corresponding road turn-off locations as the edge weights. Here, the adjacency matrix
of the similarity graph is expressed as WTurL ∈ Rm×m (see formula 1), where m is
the number of stay areas, wTurL

i,j ∈WTurL is the distance between the corresponding
road turn-off locations of the stay areas stayi and stayj (1 ≤ i, j ≤ m), and ς repre-
sents any one view for location identification. Further, we generate similarity graphs
for the views about the number of visiting trajectories and the similarity of the visit
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time distribution, denoted as WNumT and WSimD respectively. Specifically, we count
the number of visiting trajectories between stay areas and view their reciprocals as
the edge weights of WNumT . In addition, we obtain the visit time distribution of each
stay area by counting the visit frequency every two hours within 24-hours of a day, and
design a piece-wise function (see formula 2) to calculate the edge weight of WSimD

(at line 7 in Algorithm 1).

W ς∈{TurL,NumT,SimD} =











wς
1,1 wς

1,2 . . . wς
1,m

wς
2,1 wς

2,2 . . . wς
2,m

...
...

. . .
...

wς
m,1 wς

n,2 . . . wς
m,m











(1)

wSimD
i,j =

{

K-S(Fi(x), Fj(x)), if dis(stayi, stayj) < γ
0, otherwise.

(2)

where K-S() denotes Kolmogorov-Smirnov test function. It is used to output the max-
imum deviation value D between two visiting time distributions by evaluating the
similarity between two distributions, here the value range of D is [0,1]. The smaller
D’s value, the more similar the visiting time distributions are. To avoid similarity
evaluation of stay areas that are far apart from, we preset a distance threshold γ and
empirically set it as 3 kilometers. Additionally, to normalize the similarity of each view,
we use a scaled exponential similarity kernel on similarity graphs, and update their

edge weights by exp
(

−
wς

i,j

µεi,j

)

, and εi,j =
mean(Ni)+mean(Nj)+wς

i,j

3 , where mean(Ni) is

the average value of the edge weights between stayi and each of its neighbors, and µ
is a hyperparameter that is set as 0.5.

To fuse three normalized similarity matrices, we employ similarity network fusion
[20] (or SNF for short) to compute the fused matrix (at line 8 in Algorithm 1). To
be specific, we define a state and sparse kernel matrix on the stay areas of each view,
represented as P ς and Sς respectively, and obtain their values by the following formula:

P ς(i, j) =







wς
i,j

2
∑

k ̸=i w
ς
i,k

, j ̸= i

1/2, j = i
, Sς(i, j) =







wς
i,j

∑

k∈N
′

i
wς

i,k
, j ∈ N

′

i

0, otherwise
(3)

where N
′

i is the N nearest neighbors of stayi in W ς . Then we use Sς as the kernel
matrix and start to perform SNF from initial state P ς , and iteratively update the
similarity network corresponding to each view according to the following equation.

P ς
t+1 = Sς ×

(

∑

υ ̸=ς P
υ
t

)

2
× (Sς)T (4)

After t steps, we get the fused similarity matrix as W =

∑

ςP
ς
t

3 .
Stay Area Merging based on Spectral Clustering. Since a Tshot may have more
than one stay areas, we leverage spectral clustering method to merge stay areas to
obtain Tshots. The reason for using spectral clustering is that it is widely applied
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Algorithm 1 Transport Stay Hotspot Pinpointing

Input: The set of waybills Ws and trajectories Trs;
Output: The set of Tshot locations Hloc and their profiles Hprof ;
1: Hloc, Hprof ⇐ ∅
2: //Stay Area Detection based on DBSCAN Clutering

3: WTs ⇐ waybillT rajSplit(Trs,Ws);
4: STs ⇐ stayPointExt(WTs);
5: {stay1, stay2, · · · , staym} ⇐ DBSCAN(STs);
6: //Multi-view Fusion based on Similarity Network Fusion

7: WTurL,WNumT ,WSimD ⇐ simMatrixCons({stay1, stay2, · · · , staym});
8: W ← SNF (WTurL,WNumT ,WSimD);
9: //Stay Area Merging based on Spectral Clustering

10: {h1, h2, · · · , hk} ⇐ spectralClus(W );
11: for hi ∈ {h1, h2, · · · , hk} do
12: Hloc = Hloc ∪ {hi.centroid};
13: Hprof = Hprof ∪ {hi.profiles};
14: end for

15: return Hloc, Hprof

to solve multi-view clustering problem owing to its capability of capturing global
structure of the graph [21, 22].

We employ spectral clustering method on the similarity graph W to obtain the
vector representations of the stay areas in the transformed low-dimensional space by
decomposing the eigenvalues of the Laplacian matrix. Then we perform clustering on
the vector representations to produce a given number of clusters. More specifically,
we leverage Eigengap heuristic technique [23] to determine the number of Tshots k
first, and then generate the representation matrix of the stay areas by the following
equation.

Y = arg min
Y ′∈Rm×k

Trace(Y
′TL+Y

′

) s.t. Y
′TY

′

= I (5)

where L+ is the normalized Laplacian matrix, denoted as L+ = I −D−1/2WD−1/2,
here D is a diagonal matrix of W , Trace() denotes the trace of a matrix, and Y is
obtained scaled partition matrix. We take each row yi ∈ Y as the vector representation
of stayi in the transformed low dimensional space, and perform hierarchical clustering
on such vector representations to obtain k stay area clusters (at line 10 in Algorithm
1).

Next, we merge the stay areas that belong to a same cluster to obtain a Tshot
and regard the centroid of such a cluster as that Tshot ’s location. Besides, we extract
the features from historical data and then generate the profile for each Tshot, which
includes Visiting time distribution, Average and median stay duration, Number of cargo
types, Distribution of Stop frequencies for single transportation and Acreage of stay
hotspot (at lines 12-13 in Algorithm 1).
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4.2 Feature Extraction

We extract three types of features from Tshots’ historical visiting trajectories,
including behavioural features, attribute features, and semantic contextual features.
Behavior Features. They can reveal behavioural patterns of the trucks at each
Tshot, which involve the following features: (1)visiting time distribution (denoted as
Fvt) that is used to calculate the time distribution of the trucks visiting each Tshot
by discretizing 24 hours into hourly time-slots. As shown in Fig.4, different types of
Tshots exhibit distinct visiting time distributions, e.g., the visiting time of the logistics
company is usually concentrated during the daytime, while that of the rest station is
not the same; (2)Average and median stay duration (denoted as Fsd), which is derived
by calculating the mean and median of the stay duration of each Tshot respectively
and then concatenating them together. The reason for choosing it as a feature is that
the trucks have different stay durations for Tshots of various types due to distinct
demands of the drivers. As shown in Fig.5, the stay duration of the trucks staying at
the petrol station is about 15 to 30 minutes, while that of rest areas is about dozens
of minutes or even hours; (3)Number of cargo types (denoted as Fct), which is used
to calculate the number of cargo types related to a Tshot in historical waybills. For
example, the types of cargoes related to a logistics company only involves those of
its business range, while those related to the gas station or rest station may include
other types of cargoes; (4) Distribution of Stop frequencies for single transportation
(denoted as Fsf ), which is obtained by counting the distribution of the number of
waybill trajectories corresponding to the frequency of stops in Tshot, expressed as a
vector [fre1, fre2, · · · , frel], where frei(1 ≤ i ≤ l) denotes the number of waybill
trajectories that have i stay points at the Tshot, and l is maximum historical frequency
of the trucks stop at that Tshot in a single transportation. The reason for choosing
it as a feature due to that the trucks usually make multiple stops at a petrol stations
or logistics companies during single transportation, but only once when visiting the
places like rest stations.

Fig. 4: Visiting Time Distribution Fig. 5: Stay Time Distribution

Attribute Features. They reveal Tshot ’s geographical properties, including (1)
Acreage of stay hotspot (denoted as Fas), which is derived by extracting the poly-
gon covering all the stay points in a Tshot by using convex hull algorithm [24] first,
and then calculating the acreage of that polygon. The reason for considering it as a
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feature is that the acreages between different type of Tshots exhibit significant differ-
ences, e.g., the rest stations and logistics enterprises always have larger acreages than
others; (2) Type of neighboring road (denoted as Fnr), which is the type of Tshot ’s
nearest road segment obtained by performing map matching. The reason we choose
this as one attribute feature is based on actual observations, e.g., the catering service
area tends to be located nearby the motorway to satisfy the demand of truck drivers’
resting, while the logistics enterprises locate beside low-level roads such as provincial
highway or national highway for cargo loading convenience; (3)Distribution of nearby
POI categories (denoted as Fpc), which is expressed by a vector consisting of 21 POI
category, and obtained by counting the number of POIs corresponding to each type
within the range of 100 meters, 200 meters, and 500 meters near Tshot respectively.
As shown in Fig.6, a maintenance station locates in the region that accompanies with
a large number of POIs related to auto repairing, and a logistics enterprise locates
within the area having many factories.

(b) Maintenance Station Instance (a) Logistics Enterprise Instance

Fig. 6: Distribution of Nearby POI Categories

Semantic Contextual Features. As mentioned earlier, the Tshots with similar
semantic context (i.e. the sequence of Tshots passing through it and the visit time
interval of those Tshots) usually have the same functional tags, we further extract
semantic context features for each Tshot from historical waybill trajectories. In view
of the advantage of BERT in word context understanding, we incorporate BERT
with the time interval-aware self-attention network [25] to extract semantic contextual
features by treating Tshots as the words and the sequence of Tshots as the sentences.

To be specific, we first extract the sequence of Tshots that passing through each
Tshot and the visit time intervals of every element in each sequence from waybill
trajectory data. Then we stack L time interval-aware self-attention layers on Tshot
sequences to generate context representation of Tshot. The implementation details are
shown in Fig.7, at the bottom of stacks, the input representation of ith Tshot of the
waybill trajectory is obtained as h0

i = υi+pi, where υi is the d-dimensional embedding
for Tshot, pi is the d-dimensional positional embedding for position index i. Initial
representation of Tshot sequence is generated by concatenating the embeddings of
Tshots in it, expressed as H0 = h0

1 ∥ h0
2 ∥ · · · ∥ h0

|H|, here |H| is the length of
the Tshot sequence. Subsequently, we iteratively compute the hidden representation
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of each layer for Tshot sequence. Specifically, we apply the time interval-aware self-
attention network on each layer l ∈ [1, L] as follows:

H l(Q,K, V ) = ||
|h|
h=1 softmax(

Qh ·Kh
T

√

d/|h|
+ △̃)Vh (6)

where |h| is the number of heads, Qh = H l−1WQ
h , Kh = H l−1WK

h , Vh = H l−1WV
h ,

and H l denotes the output of layer l. The projections matrices for each head
WQ

h ,WK
h ,WV

h ∈ Rd×d/|h| are learned parameters. Additionally, △̃ ∈ R|H|×|H| repre-

sents an adaptive time interval matrix. Each element △̃(i, j) measures the impact of
the time interval between the ith and jth Tshot, which is calculated as follows:

△̃(i, j) = (leakyReLU(δ
′

i,jω1))ω
T
2 (7)

δ
′

i,j = 1/log(e+ δi,j) (8)

where ω1 and ω2 are learnable parameters, LeakyReLU is an activation function whose
negative input slope is 0.2, and δi,j is a relative time interval for any two Tshots in
sequence.

After that, we apply a position-wise feed-forward Network (or FFN for short) to
H l. FFN consists of two layers of linear transformations and ReLU activation, which
is defined as H l = (ReLU(H lW 1

F + b1F ))W
2
F + b2F . W

1
F ,W

2
F ∈ Rd×d, here b1F , b

2
F ∈ Rd

are learnable parameters. Then we obtain the final output representationHL ∈ R|H|×d

for Tshot sequence after stacking L layers of time interval-aware self-attention module,
and take each row hi ∈ HL as semantic contextual representation of the ith Tshot of
waybill trajectory. Consider that multiple trucks’ waybill trajectories may pass through
a same Tshot, several different semantic contextual representations of each waybill
trajectory can be generated. Therefore, we calculate average vector of these semantic
contextual representations to obtain the semantic contextual features (denoted as Fsc)
of a Tshot, as illustrated in Fig.7.

Fig. 7: Illustration of Semantic Contextual Features Extraction

12



Furthermore, we apply the masked language task for training the time interval-
aware self-attention network. As shown in Fig.7, for each training step, we randomly
mask ρ proportion of all Tshots for a waybill trajectory, and then predict original ids
of the masked Tshots. To be specific, we apply a two-layer feed-forward network with
GELU activation in between to produce an output distribution over masked Tshots as
P (h) = softmax(GELU(hmaskW

P + bP )ET + bO), where WP ∈ Rd×d is a learnable
projection matrix, bP , bO ∈ Rd are bias terms, E ∈ R|Hs|×d denotes the embedding
matrix of Tshots, and |Hs| is the number of Tshots. Finally, we use the cross-entropy
loss between masked Tshots and predicted values as optimal objective, as shown below.

L = −
1

|Setmask|

∑

hmask∈Setmask

logP (hmask = h|Hmask) (9)

where Hmask is masked version for the Tshot sequence, Setmask is the masked Tshot
set, h is true Tshot of masked one hmask.

4.3 Functional Tag Annotation

Inspired by the idea that ensemble learning [26–32] can improve overall performance
by combining the decisions from multiple base models for a task, we leverage ensemble
learning technique for annotations of Tshots’ functional tags. To search for an optimal
sample subset group for learning multiple annotation models, we employ genetic algo-
rithm [33] on the Tshot samples (i.e. training data). As depicted in Fig.8, we extract
k

′

sample subsets from Tshot samples first, and use each subset for training an anno-
tation model. Then we continuously evolve to generate new sample subset group based
on fitness evaluations for the annotation models. After a given number of evolutions,
we obtain k

′

annotation models that learnt from the evolved sample subset group as
an ensemble (the implementation details are given in Algorithm 2). Finally, we employ
that ensemble to jointly infer the functional tag of each Tshot.

Fig. 8: Ensemble Learning Framework for Tshot Annotation
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Sample Subsets Group Initialization. We initialize the evolution by randomly
sampling k

′

equal-sized sample subsets (at lines 3-4 in Algorithm 2). The size of each
subset is determined by the number of samples of the minority Tshot type. As shown
in Fig.9(a), take an sample set having 3 Tshot types and 5 samples at the minority
type as an example, the size of the subset should be 12 (80%×5×3). Each subset
is treated as an individual for evolution, and then used for training an annotation
model. Additionally, we represent each sample subset as a binary-encoded vector,
whose length is the number of total Tshot samples, here the presence or absence of a
Tshot sample is represented by a 1 or 0 respectively.

Algorithm 2 Ensemble Generation of Transport Stay Hotspot Annotation

Input: Tshot samples Seth = {h1, h2, · · · , h#sample};
Output: Annotation model group EnsMLP ;
1: EnsMLP ⇐ ∅;
2: //Sample Subset Group Initialization

3: Subs0 = {sub01, sub
0
2, · · · , sub

0
k′ } ⇐ sample(Seth);

4: MLPs0 = {M0
1 ,M

0
2 , · · · ,M

0
k′ } ⇐ learnMLP (Sub0s);

5: //Sample Subset Group Evolution

6: for i ∈ [0, w] do
7: Fitns⇐ fitnessEva(MLPsi, Seth);
8: Subsoff ⇐ genOper(Subsi, F itns);
9: MLPsoff ⇐ learnMLP (Subsoff );

10: Fitnsoff ⇐ fitnessEva(MLPsoff , Seth);
11: Subsnew ⇐ NDSort({Subsi ∪ Subsoff});
12: MLPsi+1 = {M i+1

1 ,M i+1
2 , · · · ,M i+1

k′ } ⇐ learnMLP (Subsnew);
13: i = i+ 1;
14: end for

15: EnsMLP = MLPsw+1;
16: return EnsMLP

Fitness Evaluation. In view of that an effective ensemble consisting of a set of mod-
els should produce different predictions on parts of the input space while obtaining
high-accuracy prediction results [26, 34], we introduce PPV [26] and PFC [35] to eval-
uate the evolutionary quality of sample subsets. Given a subset subj(j ≤ k

′

) and
annotation model learned from subj , PPV is used to evaluate the prediction accuracy

of the annotation model for Tshot type i, calculated by PPV j
i =

#true posj
i

#samplei
, where

#true posji denotes the number of Tshots with type i correctly inferred by the anno-
tation model among all Tshot samples, and #samplei is the number of Tshots of
type i in all Tshot samples. It is obvious that each sample subset is associated with
multiple PPV s due to various types of Tshots. PFC is used to evaluate the diversity

of the annotation model, calculated as PFCj = 1
k′−1

∑

o ̸=j

∑#sample
n=1 I(gpjn, gp

o
n)

#false posj+#false poso ,

where #sample is the number of total Tshot samples, and gpjn is the output of anno-
tation model j with the Tshot sample. Indicator function I() returns 1 if the inferred
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outputs are different, or 0 otherwise. #false posj denotes the number of predictions
errors of annotation model j for all Tshot samples. It will return values between 0 and
1, and the higher the PFCj , the better the diversity.

(a) Sample Subsets Initialization (b) Crossover and Mutation

Fig. 9: Evolution of Sample Subsets

Sample Subset Group Evolution. We employ Non-dominated Sort Genetic Algo-
rithm II[33] to iteratively evolve sample subsets to produce an optimal annotation
model group (at lines 6-14 in Algorithm 2). For each evolution, we first randomly
select 3 sample subsets from current subset group and extract optimal pair according
to PPV s using non-dominated sorting technique [36]. If a tie occurs, the one having
highest PFC wins. Then we use genetic operators on this pair to obtain new subsets
for the offspring subset group. As shown in Fig.9(b), for each selected pair, we imple-
ment the crossover operation by using one-point crossover technique [37] to exchange
parts of the binary encoded vectors, and then perform the mutation operators to select
a certain percentage of vector values to be varied. We iteratively perform the above
steps until k

′

offspring subsets are obtained (at lines 7-9 in Algorithm 2). Finally, we
employ non-dominated sorting technique to extract optimal k

′

sample subsets from
current subset group and offspring subset group as the subset group generated by an
evolution (at lines 10-12 in Algorithm 2). After a given number of evolutions, k

′

anno-
tation models learned from the evolved subset group are obtained (at lines 15-16 in
Algorithm 2).

Owing to excellent performance of MLP on multi-classification issue[16, 17], we
leverage MLP as the annotation model and obtain k

′

MLPs as the ensemble for
annotation. Specifically, for each Tshot, k

′

MLPs accept their respective features as
inputs, and then output k

′

functional tags. In the end, the majority of the results is
viewed as Tshot ’s functional tag.

5 Experimental Evaluation

In this section, various experiments will be conducted based on real-word logistics
datasets to evaluate the superiority of MCSR in location identification and functional
tag annotation.
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5.1 Datasets and Settings

Datasets. We utilize a real dataset of 4 months (from Nov. 1st, 2020 to Mar. 1st,
2021) from Steel Logistics Technology Co., Ltd. The Dataset includes the trajectories
and waybills of two transportation routes departing from Rizhao City in Shandong,
China. They are divided into two datasets according to the cities of transport desti-
nations (hereafter termed QingDao/LinY i), whose details are shown in Table 1. The
trajectory point record consists of timestamps and latitude and longitude coordinates.
The waybill record consists of driver ID, cargo type, start and completion timestamps.
Futhermore, the road network with 652,603 vertices and 1,630,544 edges is obtained
from OpenStreetMap for trajectory map matching. It is worth noting that the geo-
graphical areas and functional tags of 2,573 Tshots are carefully manually labeled. For
the former, we generate the minimum bounding rectangular of each Tshot as its geo-
graphical area. For the latter, we assign a functional tag such as logistics enterprise,
rest station, petrol station, logistics park, and maintenance station to each Tshot. The
mileage distribution of the waybills and the volume distribution of Tshots are shown
in Fig.10. As observed, the Tshot volumes of different functional tags in both datasets
exhibit imbalanced distribution, and this is more obvious for QingDao probably due
to its longer transportation mileage.

Table 1: Statistics of dataset

Dataset # of trajectory points # of waybills # of Tshots

QingDao 243,528,247 184,144 1,512

LinYi 232,525,232 262,621 1,061

(a) Mileage Distribution of waybills (b) Distribution of Tshot

Fig. 10: Dataset Descriptions

Baseline Methods. To evaluate the benefits of our proposal, we single out several
contrast approaches, including some significant place identification methods and POI
semantic annotation methods.

• MRInf [38] applies DBSCAN clustering algorithm and proposes a parameter selec-
tion method to cluster constrained convergence points to infer location of major
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road intersections. We adapt this method and its parameter selection strategy to
cluster stay points to detect Tshots.

• DTInf [5] applies hierarchical clustering algorithm, clustering the courier annotation
locations to recognize the actual delivery location. Here we use this method to
cluster stay points to detect Tshots.

• TDCM [10] proposes a stay area merging strategy to infer the location of the trans-
port destination. It first clusters stay points to detect stay areas, then infers the road
turn-off locations for each stay area by clustering road turn-off points. Finally, It
merges stay areas based on the distance between road turn-off locations to generate
Tshots.

• PPE [16] is a POI semantic annotation method which utilize both unlabeled and
labeled data to jointly enhance the representation of each place through graph
embedding.

• TACL [17] is a POI tag refinement method based on a tri-adaptive collaborative
learning framework, which aims to automatically fill in the missing tags as well as
correct noisy tags for POI.

• HAP-SAP [18] uses multi-variate Hawkes process to model the human mobility
patterns, this work associate a category to each check-in and employ expectation
maximization procedure to infer the missing categories.

• SAP [7] is a semantic annotation algorithm based SVM, which aims to automatically
annotate all places with semantic tags in location-based social networks.

Among them, we evaluate the former three methods for comparison purpose of
verifying the effectiveness of our location identification method, and choose the latter
four methods as contrast methods to demonstrate the effectiveness of our functional
tag annotation method.
Evaluation Metrics. For the location identification of our MCSR, we utilize the
Intersection over Union (or IoU for short) to measure the degree of overlap between
the identified Tshot area and the labeled geographical area. The IoU is calculated
as ACRinter

ACRdet+ACRtru
, where ACRinter denotes acreage of overlapping area between the

identified area and labeled geographical area, ACRdet, ACRtru denote acreage of
the identified area and labeled geographical area. IoU includes two forms: average
IoU (AIoU) and global IoU (GIoU). The former calculates IoU for each Tshot sep-
arately, and then averages the IoU of all Tshots. The latter treats all stay hotspots
as a whole. In addition, we regard labeled geographical area with IoU ≥ 0.5 as
successfully identified, and then calculate the Precision, Recall and F -measure of
Tshot identification. For the functional tag annotation of our MCSR, we utilize
F1-macro, F1-micro, G-mean and mAUC as evaluation metrics. Formally, F1-macro
is calculated as 1

ntype

∑ntype

i=1 F -measurei, where ntype is the number of Tshot types,

F -measurei denotes the F -measure of the Tshot annotation for type i. F1-micro is

calculated as
∑ntype

i=1
#true posi

∑ntype

i=1
#samplei

, where #true posi denotes the number of Tshots with

type i correctly annotated, #samplei denotes the amount of Tshots of type i. G-mean

is calculated
(

∏ntype

i=1
#true posi
#samplei

)
1

ntype
. Additionally, mAUC is an extension of AUC

for multi-classification problems[39], which is also used to evaluate our annotation
task.
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Experimental Settings. We split each dataset into a training set, a validation set
and a test set with a splitting ratio of 7:2:1. All experiments are conducted on GPU-
CPU platform with Tesla V100. The program and baselines are implemented in Python
3.8. The main hyper-parameters settings of our proposal are described as follows:
For semantic contextual features extraction, we train the time interval-aware self-
attention model using Adam algorithm under the rate of 0.01, and set the epoch as
100. Additionally, we set Tshot embedding size d to 256, the stack layers L to 6, the
attention heads |h| as 8, and the mask ratio ρ as 15%. For functional tag annotation,
we set the ensemble size k

′

as 7, the number of iterations w as 500.

5.2 Location Identification

Overall Peformance. Table 2 shows the overall performance of location identifica-
tion of MCSR. From the performance comparison, we find our proposal outperforms
all baselines. First of all, MRInf, DTInf perform poorly on all metrics. They clus-
ter stay points and directly treat each cluster as a Tshot, which easily leads to the
misidentification of adjacent Tshots. Secondly, TDCM is suboptimal because it only
considers the distance between road turn-off locations of stay areas, and has poor
performance for Tshots with more than one entrance. Finally, QingDao has better per-
formance than LinYi. We think the possible reason is that QingDao has more logistics
enterprises that are close to each other.

Table 2: Overall Effectiveness Evaluation of Location Identification
Dataset QingDao LinYi

Metric(%) Precision Recall F-measure AIoU GIoU Precision Recall F-measure AIoU GIoU

B
as
el
in
e MRInf 68.74 53.24 60.01 45.83 56.87 63.82 51.55 57.03 43.71 49.12

DTInf 67.29 56.87 61.64 47.73 55.93 65.35 49.95 56.62 42.37 51.68
TDCM 79.23 75.46 77.30 61.07 63.25 74.56 60.22 66.63 54.98 56.04

V
ar
ia
n
t w/o TurL 82.69 74.27 78.25 66.85 71.07 84.67 63.25 72.59 63.38 67.68

w/o NumT 88.05 81.87 84.85 73.02 75.38 88.10 78.51 83.03 67.31 72.25
w/o SimD 89.09 83.20 86.04 71.65 74.25 87.04 74.74 80.42 67.47 72.52
Ours 89.11 88.75 88.93 73.25 75.73 87.65 81.62 84.52 68.57 73.97

Ablation Study. In table 2, we conduct the ablation study by replacing our MCSR
with three vatiations, namely w/o TurL, w/o NumT and w/o SimD to evaluate the
effectiveness of different views for Tshot identification. In w/o TurL, we remove the
view of Distance between road turn-off locations. Similarly, in w/o NumT and w/o
SimD, we remove the views of Number of visiting trajectories and Similarity of visiting
time distribution respectively. The results show that each view is effective for the
identification of Tshots as the performance decrease for all variants, and the view
of Distance between road turn-off locations is the most critical one. Additionlly, we
visualize the performance of each type of Tshot for the variants in Fig.11. The large
drop in performance of the logistics enterprise type in Fig.11(b) indicates that the
view of Distance between road turn-off locations has a more important impact on the
identification of logistics enterprises. Fig.11(c) and 11(d) show that the other views
have a more important impact on the identification of rest stations.
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(a) Ours (b) w/o TurL

(c) w/o NumT (d) w/o SimD

Fig. 11: Ablation Study for Location Identification

5.3 Functional Tag Annotation

Overall Performance. Table 3 shows the overall performance of functional tag
annotation of MCSR. From the performance comparison, we find our proposal out-
performs all baselines. PPE and HAP-SAP perform the worst because they employ
semi-supervised learning strategies to annotate Tshots with missing tags, which are
not suitable for annotate scenarios for where a large number of Tshot functional tags
are missing. In addition, SAP and TACL perform suboptimally, and we think the rea-
sons are twofold: 1) They only extract statistical features based on historical waybill
trajectories, and build classification models to infer the functional tags of each Tshot.
This performs poorly for annotating Tshots with scarce visiting trajectories. 2) Our
proposal applies an ensemble learning strategy for annotations of Tshots’ functional
tags. It can improve the annotation accuracy for the Tshot types with relatively small
data volume. Finally, QingDao has higher annotation accuracy than LinYi. We think
the reason is that the latter has a more serious imbalanced distribution of various
types of Tshots than the former.

Table 3: Overall Effectiveness Evaluation of Functional Tag Annotation

Dataset QingDao LinYi
Metrics(%) F1-micro F1-macro G-mean mAUC F1-micro F1-macro G-mean mAUC

PPE 58.62 49.45 51.61 68.89 54.38 42.62 43.92 69.57
TACL 68.17 49.88 52.33 82.66 63.13 47.36 50.36 77.93
SAP 69.72 52.68 57.24 79.31 66.24 52.36 56.41 78.81

HAP-SAP 63.45 50.04 54.01 85.74 48.46 55.01 56.96 81.94
Ours 78.77 72.23 75.07 95.18 77.58 73.84 75.91 95.02
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Ablation Analysis of Features. We evaluate the contribution of individual feature
to the performance of Tshot annotation. The results are shown in Table 4: for each
feature, we train a new annotation model on the same dataset, using all features
except for that. We then report the relative change of the performance metrics of each
new model with respect to the original model that uses all features. These results
demonstrate all of the features that we use capture nonredundant information about
annotation model, and the semantic contextual features(Fvt) are the most important
ones.

Table 4: Relative Changes of Performance Metrics For Each Feature

Dataset QingDao LinYi
Metric(%) F1-micro F1-macro G-mean mAUC F1-micro F1-macro G-mean mAUC

B
eh

av
io
r Fvt +4.92 +7.36 +6.96 +5.05 -3.26 +1.17 +1.26 +2.88

Fsd +3.14 +3.38 +6.62 +3.38 +2.26 +1.79 +1.38 +2.16
Fct +1.02 +1.18 +6.34 +3.13 -2.73 -0.44 +0.26 +0.73
Fsf +4.08 +4.64 +7.43 +3.14 +4.22 +0.55 +4.98 +2.41

A
tt
ri Fas +7.01 +10.18 +13.61 +1.22 +1.48 -2.67 +12.54 +2.46

Fnr +6.31 +5.43 +7.43 +2.82 -1.29 -2.42 +10.58 +2.39
Fpc +7.39 +2.58 +12.71 +4.76 +3.18 +8.36 +12.53 +5.84

Fsc +14.62 +15.78 +21.07 +9.44 +10.41 +4.98 +9.81 +4.88

Hyperparameter Selection of Annotation Model. Given that the ensemble size
k

′

affects the performance of the annotation, we determine the ensemble size by varying
k

′

from 1 to 25 in steps of 2. In addition, in order to verify the effectiveness of MLP for
Tshot annotation, we replace MLP with support vector machine (SVM), K-nearest-
neighbor (KNN) or decision tree (DT ). The results of F1-micro, F1-macro, G-mean
and mAUC are reported in Fig.12(a)-12(d) respectively. They all show that these

(a) F1-micro (b) F1-macro

(c) G-mean (d) mAUC

Fig. 12: The effect of hyperparameters on annotation model
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metrics first rises with the k
′

up to 7 and then converges. The reason is that the gains
can be achieved by incorporating additional classifiers become progressively smaller as
the ensemble grows. In addition, it is not difficult to find that MLP performs better
than other models on all metrics, the reason being that MLP is more suitable for
solving multi-classification problems with limited training set. In summary, we choose
MLP as the annotation model for the ensemble and set k

′

to 7 as it is a convergence
point.

5.4 Case Study

Our framework has been applied to a bulk logistics platform to serve applications
such as transportation monitoring and route planning. Fig.13 shows an interface for
managers to trace the historical abnormal stop behaviors of the transportation trip.
The user clicks the ”Tracing of Abnormal Truck Stops” button (highlighted in red
box) to query the historical abnormal stop events. As can be seen from Panel 1,
an abnormal stop event (marked E) that occurred at 18:45 on January 6, 2021 was
promptly warned by the system. All stop events (marked O, A, B, C, E, F, D) of
the transport trip to which E belongs are visualized in Panel 2. As can be seen from
the Fig.13, the truck was warned by the system because it stopped on the road (i.e.
E). Then, the system recommends a nearby rest station (i.e. F ) to the truck for it to
stop and rest. The subsequent waybill trajectory shows that the driver accepted the
recommended result. In addition, other stop events occurred in recognized Tshots and
were not alerted by the system.

Fig. 13: A Case of Transportation Monitoring
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6 Conclusion

We study the issue of transport stay hotspot recognizing for bulk commodity in the
paper, and put forward a Multi-view Context awareness based transport Stay hotspot
Recognization framework, calledMCSR. Aiming at the issue of low precision of Tshots’
location identification and functional tag annotation, we separately present a multi-
view clustering based stay area merging strategy and an ensemble learning based
annotation model embedded with a time-interval-aware self-attention network. Exper-
imental results on a large scale real steel logistics dataset demonstrate that MCSR
outperforms the state-of-the-art methods. In our future work, we will apply our trans-
port stay hotspot recognization framework to more logistics scenarios to verify its
rationality and validity.
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