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1. INTRODUCTION 

 
In rendering IT services the cloud computing is becoming a principal approach by minimizing the cost for the consumers. 

Cloud computing offers a secure computing paradigm for scientific application. Virtualization as a service offers On-

demand facility of virtualized resources using cloud computing without any delay [1]. In cloud computing a vital task is 

regarding the resource allocation to user requests. To allocate resources in the cloud framework the virtualization is 

generally used. Each task is mapped to the virtual machines (VMs) using a tasks scheduler to minimize a given cost 

function. In cloud the, problem of tasks scheduling and resource allocation on existing VMs is a NP-hard problem [2,3]. 

For this problem the search space 
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is vast such that if an approach successively inspects this space and discovers the optimal solution, it needs exponential time. 

Hence, this problem can be handled using heuristic and intelligent approaches. The resource deficiency is the vital issue in 

cloud computing. As a result, reducing the make span and enlarging resources utilization concurrently is an important goal 

[4,5]. Preventing resource overloading and balancing load on them can surge the resource utilization and thus increase cloud 

throughput. 

In contrast, average response time is used by the service level agreement (SLA) for cloud environment. Hence, in a reliable 

scheduling approach, the makespan must be minimum with a determined load balancing [6-9]. The use of unsuitable schedul- 

ing algorithm could make the system perform worse. In cloud computing environments numerous algorithms and techniques 

for resource scheduling are accessible. In certain systems, for example, classical algorithms are employed [10-12]. The meta- 

heuristics approaches as per the literature survey are inspired by nature; these are considered to be the dominant methods 

which could handle the resource scheduling problems in an efficient way [13–15]. One of the types of a prevailing natural 

phenomena inspired approach is the swarm intelligence. These approaches are iterative, stochastic and population-based. Sev- 

eral real life concerns such as wireless sensor networks (WSNs) localization issues robot path planning, placement of drone, 

image processing, portfolio optimization, computer assisted diagnostic systems and lot more have been effectively addressed 

using swarm intelligence. Along with abundant applications, with the goal of accomplishing the optimal results the swarm 

intelligence algorithms have been frequently modified, parallelized and hybridized. Resource management as an objective is 

focused by the existing resource scheduling policies in view of workload management, cost reduction and performance. The 

present scheduling techniques due to the rising complication of applications domain are incapable of delivering and exploit- 

ing cloud resources. Therefore, an optimization technique is needed to deal with such uncertainty situation [16, 17]. Heuristic/ 

meta-heuristic approaches have been followed by the present resource scheduling techniques for scheduling and identifying the 

virtual machine (VM) [18, 19]. Optimization process has been endorsed by the Meta-heuristic techniques which can capably 

deal with distributed, dynamic, and erratic demand, and based on the situation capable to manage VMs. This research work 

motivation starts from conflicts to attain the most reliable resource search for an arrangement to task requirements [20-22]. 

Allocation of resources to task is done by an efficient resource allocation algorithm in a way that increases the data centers 

energy efficiency and reduces the makespan. 

This study presents the Fuzzy-Emperor Penguin Optimizer (EPO) for optimizing the resource allocation in the cloud environ- 

ment. Fuzzy logic is employed in this work to surge the accuracy of the EPO algorithm. The authors have adopted the brownout 

technique to decrease energy consumption at the components level, which moreover yields profits for the CSP. In a given viable 

solution range the proposed approach uses fewer running time and has robust global exploration ability. Moreover the proposed 

approach is well balanced and enhanced in the exploitation and exploration phases. The proposed approach performs well in 

resource allocation when compared with the existing models. The proposed methodology is validated and the simulation is con- 

ducted using the CloudSim toolkit. The outcomes reveal that the Fuzzy-EPO has massive ability as it provides substantial cost 

savings and feasible for resource allocation; moreover the use of brownout has improved the energy efficiency and can fulfill 

the customers the SLA requested.  

The remaining of this paper is organized like this: After the introduction section in 1, sec 2 describes the works allied with 

resource allocation and scheduling. Sect. 3 presents the problem statement. Sec 4 discusses the system architecture. Sec 5 

deals with the EPO optimizer. In Sect. 6, Resource allocation optimization models with the Brownout Enabled Algorithm for 

Energy Efficiency are described. The experiments and analysis are discussed in Sect. 7, the conclusion and future scope is 

presented in Sect. 8. 

 

2. LITERATURE REVIEW 

 

A wide range of methods in cloud computing have been researched for resource scheduling.  For dissimilar objectives various 

resource scheduling approaches were presented. These methods improve the efficacy of task processing and resource usage to 

a certain range.  Given below are some of the important recent contributions discussed in detail.  

Only for specific domain the heuristic algorithms provide good solution and they are mostly problem dependent. High 

communication and computation cost incur during the scheduling of applications. The scheduling algorithms main objective 

is to minimize the time for execution deprived of the grid computing cost, however cloud has assorted resources and every 

resource has distinct prices (hourly/monthly) depending on the computational ability.  At varying prices, the resources are 

provided to the user. For future applications in heterogeneous cloud, several scheduling plans may acquire the dissimilar 

values of makespan time, processing time and cost. To gratify both factors (ie time and cost), the scheduling problem is 

required in the cloud framework. To maintain the incoming requests factors and the user requirements the authors Tang et al. 

2019) [23] suggested the edge computing. To achieve the things this model has to face several challenges. Matching and 

scheduling algorithms are present in the dynamic resource allocation algorithm which advances the QoS in cloud 

environment. 
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The prominence of energy efficiency is clarified by Zhang et al. (2019) [24], who considered  heterogeneous cloud 

environments.  For migration and resource allocation, Task deadlines are very important in VMs which devours more energy.  

Unbalanced resource utilization is caused due to this excess consumption of energy; considering this factor an energy-

efficient resource ranking approach was presented by authors Mekala and Viswanathan (2019) [25] for utilizing the resource 

in VMs. The authors Wang et al. (2019)[26] minimized the cost in view of the completion time without affecting user 

experience. It has been accomplished using distributed algorithm. Moreover the queue delay is minimized. To minimize total 

power consumption authors in [27] proposed a network based optimization methods. The outcomes reveal that the power 

depletion has been decreased by 53.68%. When compared with other algorithms the proposed method reduced the 

consumption of power by 30.3% with least root mean square error. Using deep reinforcement learning, a resource allocation 

model has been presented by K Kartiban et al 2020 [28] in a green computing. An effective resource allocation is attained by 

this proposed approach. 

 

TABLE1: Related Work Summary 

 

References Mechanism/Technique Advantage Limitations 

Tang et al. 

(2019)[23] 

Dynamic resource algorithm Less bandwidth and latency  In this work  the tabu search 

algorithm used has high 

number of iterations 

Wang et al 

2019[24] 

Resource scheduling  and 

Task offloading mechanism 

Queue delay  and Optimal 

task offloading rate 

Task deployment 

policies is not considered 

Mekala and 

Viswanathan 

(2019)[25] 

Energy-efficient resource 

ranking 

Reduces VM migrations  and 

Surges the resource 

utilization rate and  

In  an effective way the 

resource balance could be 

made  

Zhang et al. 

(2019)[26] 

VM allocation  using 

Effective evolutionary 

approach 

attains better energy 

efficiency 

For reserved cloud service 

requests, the energy 

efficiency could be 

increased 

P Akki presented 

et al., 2020[27] 

Neural network based 

optimization methods  

minimum root mean square 

error based minimized power 

consumption  

An enhanced should be 

made in the execution time  

K Kartiban et al 

2020[28] 

Deep reinforcement learning 

model 

Based resource allocation 

a better resource allocation 

model is achieved 

overall efficiency of the 

resource allocation might be 

improved 

J Pravenchande et 

al 2020[29] 

Optimal power minimization  

and improved task 

scheduling approach 

Efficient resource allocation Task scheduling  could have 

obtained much more better 

results  

Z Peng et al 

2020[30] 

Cloud resource management 

scheduling using Deep Q-

network 

Generate an efficient and 

reasonable resource 

allocation and scheduling 

strategy 

Lot of problems in the 

resource management 

should be addressed by the 

proposed model  

V Ropa et al 

2020[31] 

Energy and Power VMs VM 

management using Dynamic 

Migration (EPADM) model 

in cloud framework 

Reduced SLA violations 

,energy-power efficiency 

under distinct workload cases 

various load conditions are 

not considered 

 

 

For an efficient dynamic resource allocation process an improved task scheduling has been proposed by Pravenchande et al 

2020[29] with an optimal power minimization approach.  Using the prediction mechanism and dynamic resource table 

updating algorithm the efficiency relating to response time and task completion is achieved.  This outline reduces the power 

consumption and gets optimal power reduction in data centers. In the cloud computing services, a detailed research is done by 

Peng et al 2020[30] on resource scheduling.  In this paper a scheduling framework is proposed using a Deep Q-network which 

deals with the resource scheduling concerns in complex cloud environment. A Deep reinforcement learning strategies is used 

next for resource optimization scheduling. Finally by fine-tuning the weights of different optimization objectives, a trade-off 

is made between energy consumption and makespan of this frame. Like this, an adjustment can be made dynamically to meet 

different requirements. Energy and Power Aware Dynamic Migration (EPADM) model was proposed in cloud paradigm by 

Ropa et al 2020 [31] for managing the VMs dynamically using reduced SLA-Violations with energy and power 

efficiency.This model focuses on efficient cloud resource management which has three phases i.e., VM relocation, VM 
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placement and VM consolidation. A summary is given in Table 1. The existing methods in cloud framework reveal that 

suitable resource allocation affects the performance factors directly and indirectly. 

 

3 PROBLEM STATEMENTS 

 

The most vital issues in cloud computing is scheduling of tasks on the VMs, which has been stated in the introduction section. 

An eminent scheduling in cloud represents minimized cost and prevents the resource overloading and to  uplift the systems 

efficiency. The major requirement of the cloud user is to minimize the tasks execution time and make span. The proposed 

algorithm with the intension to fulfill the interest of both, Thus it should consider minimizing the tasks execution time and the 

average make span as well as boosting the resource utilization of VMs for better efficiency of cloud resources. In cloud, 

resource allocation and Task scheduling plays a major role in improving the efficiency of cloud. For task scheduling, EPO is 

employed to offer optimization. Some of the parameters such as Memory, CPU and other resources requirements are used to 

describe the requests of resources. A request is satisfied by the cloud provider by representing the virtual resources to physical 

ones. On demand basis the resources are allocated to tasks. At a time numerous tasks can be accomplish by a VM, but two 

VM’s at a time cannot process the same task. EPO is used to allocate VM’s to tasks and to improve the performance of EPO, 
the fuzzy logic is employed.  In order to maximize fitness value and minimize the function value of masses, a combination of 

Mean Flow Time and Make span along with Load imbalance as cost function is used with EPO, which can offer better task 

allocations during task scheduling. Along with it brownout controllers used can offer activation and deactivation of load on 

VMs and thus can offer better energy efficiency on cloud servers. 

 

4 SYSTEM ARCHITECTURE 

 

In the cloud environment, the resources are assigned by the system architecture which is normally considered as provisioning 

plan in datacenters. The complexities in resource allocation can be solved using many approaches such as  allocation of 

resource can be done manually, in a dynamic way or combination of both. The proposed system architecture is illustrated in 

Fig 1.  

 

Task1 Task2  ... Taskn

Scheduling Queue

VM1 VM2

Resource Scheduler VM Manager

Resource and Energy Optimiser

Resource allocation Module

VMn VM1 VM2 VMn Server

Server

Server

Server

Server

Server

 
 

FIGURE 1. System architecture of the proposed model 

 

This architecture represents how the user request is handled and the request is forwarded to the Cloud broker and finally to 

Cloud datacenter. Initially the Cloud provider accepts all the user requests, then the request is processed by the Cloud broker 

based on the user’s requirement and resource availability. The request is forwarded by the broker to the resource management 
of the datacenter which has the resource scheduler and VM manager. Moreover, the resource management modules 

mentioned above will validate whether the requirement such as availability and on demand service will be supported by the 
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VM. The Cloud resource manage determines the user request based on the systems readiness. The aforementioned issued are 

handled using the Fuzzy EPO which moreover deals with the resource utilization and reduces the consumption of energy 

using Brownout approach. The subsequent sections discuss about the resource allocation models that are used in attaining the 

energy-efficiency in the datacenter. 

 

5 EMPEROR PENGUIN OPTIMIZER (EPO) 

 

5.1. Inspiration  

Emperor penguins do several activities such as foraging in groups and hunting mainly for living and they are considered as 

social animals. During extreme winters these penguins perform huddling to survive. During huddling, each penguin gives a 

mutual sense of unity and ensemble in their social behavior.  

Summarized below is the huddling behavior of the penguins:  

• Determine and produce the huddling domain.  

• Estimate the temperature.  
• Analyze each penguins distance.  
• Relocate the validated mover.  
Modeling is done mainly to identify the actual mover. The huddle shape is denoted as L-shape plane of polygon. When the 

effective is discovered then the huddle boundary is computed once again. 

5.2. Create and analyze the huddle boundary  

The first thing needed for mapping the emperor penguins behavior is huddling. During huddling at least two penguins are 

approached. The wind flow speed and direction defines the huddling boundary. The huddling boundary can be mathematically 

expressed as shown below: 

The gradient of 𝜂 is denoted as 𝜒 and the wind velocity is denoted as 𝜂. 

x          (1)
 

To attain a complex potential, the vector 𝛼 is integrated with 𝜂. 

 iG         (2)
 

The function of polygon plane is represented as 𝐺 and the imaginary constant is represented as ‘i’. 
 

5.3. Temperature profile 

To conserve their energy, the huddling action is done by the Emperor penguins which surges the temperature of huddle, 

 𝑇 = 1 if 𝑋< 1, 𝑇 = 0 if 𝑋> 1; the polygon radius is represented as 𝑋.  

The temperature is computed, as: 












itr

itr

Maxy

Max
TT

     (3)

 









1 ,1

1 ,0

Xif

Xif
T  

The time needed to find the optimal solutions is represented as T , the maximum number of iterations is denoted as 𝑀𝑎𝑥𝑖𝑡𝑟, the 

current iteration is represented as 𝑦 and 𝑋 is the radius. 

 

 

5.4 Calculate the distance  

The emperor penguins distance is computed once the huddling boundary is discovered. The highest fitness value solution is 

considered as the best solution. With respect to the best optimal solution, the positions of the search agents are updated. 

The mathematical depiction of position updating process is as follows: 

 )(.)().( yQEyQENEbsN epep




    (4)
 

Here, the distance is denoted as epN


 , the collision among the  penguins are avoided by 𝑋 and E


. The optimal solution is 

represented as 𝑄⃗ , the running iteration is represented by 𝑦, and the emperor penguins position vector is denoted as 𝑄⃗ 𝑒𝑝. The 

social forces are represented as N(), which aids to find best optimal solution. The Eqns below compute the vectors Y


 and E


. 

  TRandAccRTNY grid
 ()))((


    (5)

 

 epgrid QQAbsAccR


)(
     (6)
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()RandC 


       (7)
 

The movement parameter is defined as N, which sustains a gap for evading the collision among the search agents. The polygon grid 

accuracy is denoted as 𝑃𝑔𝑟𝑖𝑑 (𝐴𝑐𝑐), random number is denoted as Rand () which lies in the range of [0, 1]. The parameter N is set 

to 2.𝑇' 

The function N () is computed as given below: 

 2/.)( xlx
eefEN
 


     (8) 

 

The expression function is denoted as 𝑒 and the control parameters are denoted as 𝑓and 𝑙. In the range of [2, 3] and [1.5, 2], are the 

values of 𝑓 and 𝑙 lie. 

5.5. Relocation  
The emperor penguins position is updated by utilizing the mover.  Considering the best solution in a search space the movement of 

other search is led. The subsequent equations are utilized to find the next position of emperor penguin: 

epep NXyQyQ


.)()1( 
     (9)

 

Emperor penguin updated position is represented as 𝑄⃗  (𝑦 + 1). 

 

6 RESOURCE ALLOCATION OPTIMIZATION MODELS 

 

This discussion can be simplified by assuming a set of tasks is available and each task has many subtasks. In order to process 

each subtask any available resource is endorsed. A specified level of capacity is enclosed in the cloud resources (e.g., 

memory, CPU, storage, network). The application of Fuzzy- EPO for resource allocation process is stated below: 

Inputs: Let the set of ‘m’ available resources be R = (R1, R2, …, Rj, …, Rm) processing ‘n’ independent tasks represented 

by the set T = (T1, T2, …, Ti, …, Tn), i = 1, 2, …, n, j = 1, 2, …, m. The resources are parallel and unrelated on the available 
subset of resources Rj∈ R in which the task Ti can be executed.  

Outputs: It is an effectual and active resource allocation structure which encloses the tasks scheduling to suitable 

resources.  

Limitations:  Every task execution time is based on the actual state, and in an advance manner the value cannot be placed. 

Once started, without any interruption the task must be completed. 

Objectives: To attain an energy-efficient scheduling through improving the data centers energy efficiency and minimizing 

the makespan. In this work a resource allocation optimization model is designed which could incorporate the factors of 

makespan and energy-efficient optimization. 

 

6.1 Brownout Enabled Algorithm for Energy Efficiency 

The brownout enabled energy efficient approach (EEBA) is based on the placement and consolidation (PCO) algorithm 

[32]. The brownout controller based on power consumption of the host effectively activates or deactivates the applications. 

There are 6 steps in the Algorithm 1, EEBA mainly consisting of:  The PCO and overloaded power threshold algorithm 

initializes the VM placement (lines 1-2). In order to test whether a host is overloaded or not, the power threshold value is 

deemed. 

Below are the nest steps:  

1) Checking all the hosts in each time interval t; the total overloaded host can be counted as tn  (line 4); 

 2) Change dimmer value t  
m

nt
as per the host size M and several overloaded hosts nt (line 6). To regulate the degree of power 

consumption, the dimmer value dimmer t acts as a control knob at time t. All the hosts are overloaded at time t with the dimmer 

value t  it means that brownout controls components are on the hosts. The dimmer value exposes the dimmer adjustment 

approach.  

 

3) Compute the estimated reduction for the utilization on the overloaded hosts (lines 8-10). The EEBA based on the host power 

model and the dimmer value calculates the expected power reduction of the host 
r

iP  (line 9) and utilization drop 
r

hiu  (line 10).  

 

4) Then the estimated utilization reduction on VM is computed (lines 11-13). Initializing a bare and disabled component list 
ijtdcl

of VMj on host hi is to formulate the components that are deactivated (line 12).  Based on VM utilization model the VM reduction 

ij

r

V Mu is processed and the VM utilization multiplies 
r

hiu  (line 13).  
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5) To find and disable components list 
ijtdcl  the component selection policy CSP is applied (line 14). The component selection  

 

policy as per the expected VM utilization reduction ij

r

V Mu  , is liable for obtaining the components filling the utilization limit. 

Then deactivating these components and their connected ones, and updating total discount amount (line 15).  

 

 

Algorithm 1 Brownout Algorithm for Energy Efficiency 

 

Input: Host List Hl with size M, information of application modules, dimmer value t  at time t, 

overloaded power threshold TP, deactivated list of components 
ijtdcl  Of VMij on host hi, scheduling 

interval T, power model of host HPM, component selection policy CSP, and VM utilization model V UM. 

Output: No of shutting down hosts, discount amount, total energy consumption 

1: To initialize VMs placement, use PCO algorithm. 

2: using the inputs like T P initialize the parameters 

3: for do T  to0t  

4: I(hl)COHnt   

5: thenif  0n t   

6: 
M

nt
t   

7: for all do hin  lih  

8: thenTPPif i )(P maxserver

i   

9:
it

i

r PhP   

10:  r

ii

r

hi PhHPMu ,  

11: for all do h i onVMij
 

12: NULLdclijt   

13: ),( , ji

r

hiij

r

v VMuVUMMu   

14: )( ij

r

vijt MuCSPdcl   

15:  
ijii VMdDD   

16: end for 

17: end if 

18: end for 

19: else 

20: stimulate components which are deactivated 

21: end if 

22: top to optimize VM placement use VM consolidation in PCO algorithm  

23: end for 

 

6.2 Resource allocation using the proposed EPO enhanced by Fuzzy  

The deemed NP-hard problem in cloud is the scheduling of tasks on existing VMs. The number of VMs is represented as 

VMnum and the number of tasks as Tasknum, then the estimated allocations is VMnumTasknum. The scheduler finds a VM to 

allocate the task to ensure that the memory requirements and the computational of all tasks are fulfilled in a least expensive 

way. In several ways the cost could be designed.  

Some of the vital costs are: 

1. Mean (Flow-Time): Sum of all tasks execution time  

2. Make span: Time to complete the final task  

3. Load imbalance  

These parameters are combined to represent the Cost. Due to the size of the search space resources allocation and 

scheduling is a NP-Hard problem in cloud. As the EPO algorithm has achieved enriched performance in nonlinear problems, 

this algorithm is employed for tasks scheduling. Initially a sequence of tasks is created to code problem responses which are 
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allocated to each VM’s and later the sequences created are combined and stored in an array. The number of tasks (Tasknum) is 

equal to the length of this array; in each machine the allocated task numbers are stored. The allocation cost is computed using 

Eq. (10): 

 

 
 

  balanceLoadflowtimemeanMakespant _)1(_)1(cos    (10) 

From Eq. (11) the allocation fitness is computed. A better allocation is the one which has more fitness. 

t
fitness

cos

1
     (11) 

The EPO algorithm is used after planning the allocations to find an optimal allocation.  The best and the worst allocation at the time 

t, is attained from Eqs. (12) and (13), where problem responses are represented as N.  

 

 
)(max)(

,...1
tfitnesstbest j

Nj
     (12) 

 
)(min)(

,...1
tfitnesstworst j

Nj
     (13) 

According to the optimal positions obtained the penguins are updated using Eqn 14. 

 

epep DAxpxP


.)()1(      (14) 

The updated position of the penguin iteration process is represented as )1( xPep


, the emperor penguin   huddling behavior  is 

recomputed during the  iteration process. The fuzzy logic is used to adjust and control the parameter ‘k’.  The value of k is increased 

as the optimal solution does not change considerably so that more search agents can affect each others.  This possibly conducts a 

mutation process and avoids the algorithm to be trapped in the local optimal.  The k value is minimized to enhance the convergence 

speed and prevents the wasting of time of the algorithm. A two inputs and one output fuzzy inference system is used. 

 

 
 

FIGURE 2 The fuzzy systems structure 
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FIGURE 3 Membership functions of Fuzzy inputs and output 

 

 

1.If (fixed number is low) and (variation is low) then K best is medium 

2.If (fixed number is low) and (variation is medium) then K best is medium 

3.If (fixed number is low) and (variation is high) then K best is low 

4.If (fixed number is medium) and (variation is low) then K best is high 

5.If (fixed number is medium) and (variation is medium) then K best is medium 

6.If (fixed number is medium) and (variation is high) then K best is low 

7.If (fixed number is high) and (variation is low) then K best is high 

8.If (fixed number is high) and (variation is medium) then K best is medium 

9.If (fixed number is high) and (variation is high) then K best is medium 

 

FIGURE 4 Fuzzy inference system rules 

 

The proposed fuzzy system is illustrated in the figure 2. The inputs and output membership functions are depicted in 

Figure3. Figure 4 illustrates the fuzzy inference rules. 

 

7 RESULT AND DISCUSSION 

 

The simulation platform used to evaluate the proposed approach is CloudSim. The experimentation is conducted to validate 

resource allocation and energy consumptions. The complexity and scalability of the proposed model is provided by the 

numerical analysis relating to the arrival of the request, size of the data center and resource allocated metrics regarding the 

system load.  

For experimentation in a data center, a total of 500 servers are modeled and the crucial performance indicators are collected 

along with the used server’s ratio to attain the optimal solution. The performance of VM allocation is depicted in figure 5 with 
respect to the request load and data center size. 
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FIGIURE 5: The proposed methods execution time graph 

 

Before the optimal placement the convergence time is considered as a function for data center, and the request ranges from 50 to 

500. The proposed methods convergence time is better with the requests exceed 300 VMs.  

 
 

FIGURE 6: The proposed methods energy consumption graph 

 

Fig.6 illustrates the consumption of energy from VMs for various loads. To validate the performance, seven different loads 

are used. When there is an increase in the number of VMs the consumption also increases. When the proposed approach is 

considered the consumption of energy is less than the usual consumption process. For some users the full access is not 

provided. The waiting time is considered here as a factor. For the resource allocation the waiting time may increase based on 

type of request. 
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FIGURE 7 Comparison of average waiting time 

 

The algorithm is designed to deal with the waiting time based on the policies. In Fig. 7 a comparison of average waiting 

time is made with the existing PSO and GA algorithms. The proposed method has upheld an average time response even with 

increasing time for all the requests. The waiting of GA reaches extreme of 145 s and more time is taken by the PSO takes than 

the other two. 

 
 

FIGURE 8 Comparisons of average response time 
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When there is a request to resource, the time needed to respond the user is the average response time. It is stated as the total 

service time’s ratio to the entire tasks waiting time. A comparison for the response time is illustrated in figure 8 which reveals 

that the proposed model approach when compared to PSO and GA has the fast response time. 

 

 

 

 

 

FIGURE 9 Comparison of efficiency 

 

Fig.9 represents the overall efficiency of the proposed method compared with  existing methods according to the average 

processing time ,average waiting time, number of responded requests, number of handled requests and energy consumption.   

 

8 CONCLUSIONS 

 

A resource management system based on Fuzzy EPO has been proposed in this paper for resource provisioning to the cloud 

customers. A brownout enabled algorithm has been adopted in this work to minimise the energy consumption based on PCO. 

This particular approach is presented considering component discount and utilization with a number of component selection 

policies. The main intention of the presented system is to fulfil the needs of the client through improving QoS parameters and 

minimising the energy consumption. In order to deploy an optimal set of VMs, the optimization is done at the process 

management level. The optimal set of VM is decided by the Fuzzy- EPO algorithm without triggering SLA violations based 

on different heterogeneous objectives.  A rational resource provisioning options is provided by the proposed approach which 

selects the optimal set of VM Moreover cloud services can be  accessed without SLA violation. As future work, the proposed 

algorithm can also be implemented in a real cloud system like Microsoft’s Azure, Amazon’s EC2 etc. 
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