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Abstract

Human Activity Recognition (HAR) research has gained significant
momentum due to recent technological advancements, artificial intelli-
gence algorithms, the need for smart cities, and socioeconomic trans-
formation. However, existing computer vision and sensor-based HAR
solutions have limitations such as privacy issues, memory and power
consumption, and discomfort in wearing sensors for which researchers
are observing a paradigm shift in HAR research. In response, WiFi-
based HAR is gaining popularity due to the availability of more
coarse-grained Channel State Information. However, existing WiFi-
based HAR approaches are limited to classifying independent and
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non-concurrent human activities performed within equal time dura-
tion. Recent research commonly utilizes a Single Input Multiple Output
communication link with a WiFi signal of 5 GHz channel frequency,
using two WiFi routers or two Intel 5300 NICs as transmitter-receiver.
Our study, on the other hand, utilizes a Multiple Input Multiple Out-
put radio link between a WiFi router and an Intel 5300 NIC, with
the time-series Wi-Fi channel state information based on 2.4 GHz
channel frequency for mutual human-to-human concurrent interaction
recognition. The proposed Self-Attention guided Bidirectional Gated
Recurrent Neural Network (Attention-BiGRU) deep learning model
can classify 13 mutual interactions with a maximum benchmark accu-
racy of 94% for a single subject-pair. This has been expanded for
ten subject pairs, which secured a benchmark accuracy of 88% with
improved classification around the interaction-transition region. An exe-
cutable graphical user interface (GUI) software has also been developed
in this study using the PyQt5 python module to classify, save, and
display the overall mutual concurrent human interactions performed
within a given time duration. Finally, this article concludes with a
discussion on the possible solutions to the observed limitations and
identifies areas for further research. Such a Wi-Fi channel perturba-
tion pattern analysis is believed to be an efficient, economical, and
privacy-friendly approach to be potentially utilized in mutual human
interaction recognition for indoor activity monitoring, surveillance sys-
tem, smart health monitoring systems, and independent assisted living.

Keywords: Mutual Human Activity Recognition, Wi-Fi based HAR,
Remote Monitoring, Smart Home, Attention BiGRU, Deep Learning

1 Introduction

Automated Human Activity Recognition (HAR) has gained significant atten-
tion due to its versatility in various domains, including automated surveillance
and security systems, healthcare monitoring, smart homes, old homes, baby
care centers, assisted living for impaired individuals, dormitories, military out-
of-bounds areas, criminal detection and digital-forensic investigation, prison
cells, and daycare centers for children with special needs such as autism
and related disorders. With manual surveillance by a human operator being
expensive and sometimes unfeasible, researchers have proposed a multitude of
Artificial Intelligence (AI) systems based on Commercial Off the Shelf Wire-
less Local Area Network (COTS-WLAN), Computer Vision, Wearable Sensor,
Radar, and Bluetooth technologies to automate indoor and outdoor human
gesture and activity detection. While many of these systems have already been
proposed, numerous emerging research projects are still in progress to develop
ways to provide point-of-care services that will ensure safety, security, and
well-being.
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Several studies, including those by Gowda et al. [1], Saleem et al. [2], Kul-
soom et al. [3], Gupta et al. [4], Islam et al. [5], Beddiar et al. [6], Zhang et
al. [7], and Ranasinghe et al. [8] have conducted extensive surveys of research
articles on human activity recognition (HAR). These studies reviewed popular
datasets that include spatiotemporal data collected by various sensors, such
as accelerometer, gyroscope, RFID, fiberoptic, wearables, WLAN, etc. Addi-
tionally, they investigated computer vision and multimodal audio-visual-sensor
based recognition systems that deliver real-time notifications to the corre-
sponding supervisor or caregiver situated nearby. The authors reviewed the
adopted feature extraction techniques and Artificial Intelligence (AI) driven
classification models along with their loss function design and optimization
strategies. They compared different approaches to HAR and discussed auto-
mated HAR application domains, including commercially funded projects on
active-assisted living for the elderly and disabled in smart homes, patient mon-
itoring in medical environments, airport-subway-metrorail surveillance, sport
and outdoor, tele-immersion, and more.

In another study, Golestani et al. [9] developed a wearable magnetic induc-
tion (MI) transmitter-receiver coil for human activity recognition. The MI
coil is equipped with an L-reversed impedance matching network that uses
magnetic induction signals for Al-dependent activity recognition. The study
required wearing one receiver MI coil in the subject’s waist and eight transmit-
ter MI coils in the subject’s skeletal bones. Long-Short Term Memory (LSTM)
outperformed MI signal variation classification compared to the other five
machine learning algorithms used in the study.

However, computer vision incorporates imaging techniques using a video
camera that might not be suitable in all circumstances for personal privacy
[4, 10, 11, 12] reasons, especially in indoor residential environments. Moreover,
it demands high power, necessary infrastructure, data traffic, and memory
usage that might not be economical [4], perhaps wastage in many situations.
Wearable sensors for human activity detection oftentimes fall short of ensuring
proper security [13] since they might expose GPS location or personal health
data. In addition, it’s not possible to make obliged everyone to wear such
gadgets all the time due to discomfort, health risks, unwillingness, and battery
longevity. Radar and ultrasonic technology for human activity detection in
the indoor environment require additional electronic devices [14, 15, 16] to be
equipped with, which are consistently not being used in regular standard of
living.

In such context, radio frequency inspection from a WLAN network such as
Wi-Fi channel perturbation analysis offers a better economical choice due to its
low cost [12, 17, 18] for human activity recognition since Wi-Fi communication
is extensively used nowadays in daily life which is already in the palm of our
hand. A Wi-Fi communication device transmits radio signals as electromag-
netic waves modulated on an integer number of frequency division multiplexed
carriers which are orthogonal to each other. Intuitively, human activities and
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mutual interactions performed within the line-of-sight Wi-Fi coverage area cre-
ate distinct changes to the transmitted signal due to the unique pattern of
signal reflections from the human body that is performing unique activities.
According to Yang et al. [18], the use of such WiFi channel perturbations in
WiFi-based HAR datasets results in a high level of detail or granularity for
better classification compared to datasets based on infrared, radio frequency,
RADAR, and environment sensors. Those human activities or mutual interac-
tions can be detected and classified through analysis of the correlation between
the signal changes and body movement using signal attributes of a Wi-Fi
transceiver pair such as packet delay, coarse-grained Received Signal Strength
Indicator (RSSI), accumulated noise, automatic gain control parameter of the
receiver circuit, and fine-grained Channel State Information (CSI). The unique
distinction among the parametric pattern caused by various human activities
can be better detected via artificial intelligence techniques. The overall proce-
dure is neither intrusive nor obtrusive because it does not capture visual data
and the entire process runs contactless for safeguarding privacy [18].

Despite plausible advances in the HAR domain, all the existing studies
using WLAN RSSI-CSI data are focused solely on recognizing independent
and single activities performed by single or multiple subjects. But the recog-
nition of reciprocal and concurrent gestures or interactions between two
individuals using WLAN RSSI-CSI data still remains obscure. In the discussion
of open issues and challenges related to human activity recognition (HAR),
two survey articles by Islam et al. [5] and Liu et al. [19] have also highlighted
the current lack of datasets that include composite and concurrent human
activities within a single time-series data sample. Islam et al. [5] have also
reported that most HAR datasets only involve a single activity performed by
a single individual, and there is a dearth of datasets that encompass mutual
single activity performed by multiple persons, mutual concurrent
activities performed by multiple persons, and datasets that incorporate
inter-activity variability (i.e., different individuals performing the same
activity in slightly different ways). These gaps in the availability of datasets for
HAR research pose a challenge to the development of robust and generalizable
HAR models that can accurately recognize and differentiate between complex
human activities in real-world scenarios. A few computer-vision [20, 21, 22]
and ultra-wideband-radar [23] based frameworks for recognizing two-human
interactions have been proposed, however.

Cases of physical abuse by babysitters against toddlers or teenagers [24],
maltreatment with teenagers in residential care along with forced criminaliza-
tion [25, 26], parental control over children left at home by employed parents,
incidents of hazing at colleges and dorms [27, 28, 29], monitoring at clean-
room of manufacturing lab [30, 31], monitoring of suspicious and aggressive
behavior in a constrained area like prison or restricted zone for service mem-
bers necessitate continuous surveillance of human-to-human mutual physical
interactions while securing the personal privacy, reducing data traffic, and
minimizing monetary cost.
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Considering the facts mentioned above,

i

ii.

iii.

iv.

vi.

vii.

To the best of the authors’ knowledge, this study represents the first-
ever investigation of deep-learning-based recognition of human-to-human
mutual interaction, utilizing the first-ever publicly available and rel-
evant Wi-Fi dataset [32]. The dataset is distinguished by its inclusion
of mutuality, concurrency (i.e., two concurrent mutual activities per
time-series sample) as well as inter-activity variability, as discussed in
Section-3.

It should be noted that the Bidirectional Gated Recurrent Neural Network
Unit (BiGRU) deep learning algorithm, when combined with the Self-
Attention mechanism, has gained considerable attention for time-sequence
data classification and such a combination has certain strengths as men-
tioned in section-5. Therefore, the proposed experiment sought to investigate
the potential of the novel Attention-BiGRU deep learning model for
human-to-human mutual interaction classification in an indoor setting
using Wi-Fi data.

First, the investigation was conducted on a single subject pair to develop
a greater understanding of the influence of channel metrics diversity of
the dataset features. Our proposed deep-learning model demonstrated high-
performing mutual interaction recognition results on a single human-subject
pair.

The study was further conducted on ten subject pairs for validating the
high performance under influence of variegated subject pairs and clearly,
this also exhibited reasonable classification performance indicating that the
model can be trained and applied for upto ten subject pairs.

But the cross-test experiment on new subject pairs did not produce satis-
factory results which indicates that profiling of mutual interaction features
from untrained subject pairs protrudes more complicated channel metrics
diversity.

Alongside the proposed solution, further discussion on such an undesirable
result during the cross-test experiment pointed out the possible pitfalls and
provided suggestions that need to be taken care of in further research.

To develop an overall software framework and visually depict the clas-
sifications, the study finally developed a graphical user interface (GUI)
executable (not standalone) software designed using PyQt5 [33] GUI app
builder Python module.

Remaining of the article is organized as follows: A comprehensive review of

the existing literature on WLAN based Human Activity Recognition (HAR)
is presented in Section-2. Section-3 delivers an overview of the dataset and
challenges with the recorded pattern of the time-series data values for different
mutual interactions. Section-4 describes the feature variables provided with the
dataset. Experimental framework, proposed deep-learning model description
and executable GUI software description are introduced in section-5. Research
outcomes and perceived hindrances are discussed in section-6. Future research
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prospects are narrated in section-7. The article is concluded with section-8
providing the supplementary materials in section-9.

2 Literature Review

For a comprehensive understanding of Human Activity Recognition (HAR)
from WLAN data, it is essential to have an in-depth knowledge of the existing
literature on such a topic. Therefore, this section aims to provide a detailed
overview of the research that has been done so far in this area and identify
the gaps that need to be addressed. Through this review, this article aims to
contribute to the existing body of knowledge on HAR from WLAN data and
provide a foundation for the objectives and methodology of this study.

A survey report [34] discussed the pros and cons of different Internet-of-
Things (IoT) protocols with research advancements in RF-based gesture or
activity recognition. Authors compared the performance of recent state-of-the-
art proposals on body-sensor, video camera, WLAN Received Signal Strength
Indicator (RSSI), and Channel State Information (CSI) based single or mul-
tiple human independent activity recognition models incorporating various
signal processing dependent pre-processing and feature extraction techniques
with their application and performance. Authors of the survey report confined
their maximum focus on the WLAN approaches due to its immense potential
[35] and narrated that the recognition accuracy with CSI is way higher than
RSSI of Wi-Fi signal because CSI provides amplitude and phase information
for each subcarrier frequency of OFDM modulation per packet of the multiple-
input multiple-output (MIMO) transmission. But RSSI provides only a single
magnitude value per packet. The article further shed light on both the pro-
cessed and raw CSI data analysis using mathematical model-based approaches
[36] like CSI speed-activity-mobility-ratio-quotient model, Angle of Arrival
model, Fresnel Zone model along with learning-based approaches dependent
on feature extraction, machine and deep learning. Deep learning approaches,
especially Convolutional Neural Network (CNN), have become much popu-
lar due to their automated ability of feature extraction from raw CSI data
with a large volume of data handling capacity even though it is observed pre-
viously to have more publications with machine learning. Recurrent Neural
Network (RNN) models like vanilla RNN and LSTM are also being adopted
[37, 38] nowadays by few researchers because of their time-sequence classify-
ing propensity. Based on a comprehensive literature survey, Gupta et al. [4]
have also reported that in recent years (2017-2021), device-free human activity
recognition (HAR) research has gained significant attention in utilizing Wi-Fi
Channel State Information (CSI) dataset. According to Gupta et al. [4], this
time period also coincides with the growing popularity of various deep learning
techniques in the HAR domain, despite the earlier HAR models being largely
reliant on camera-based or customized wearable sensor data.
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Damodaran et al. [39] conducted a study on walk-run-sit-stand-empty room
detection at the living room and hallway environment using two laptops run-
ning on 64 Bit Ubuntu operating system equipped with Intel 5300 NIC served
as 1x3 Tx-Rx system. Authors extracted CSI values using Linux 802.11n
CSI Tool [40] and only the CSI amplitude is considered for analysis. They
proposed two models for activity recognition, viz. Support Vector Machine
(pre-processing done using discrete wavelet transform for noise reduction,
principal component analysis for dimensionality reduction, and feature extrac-
tion conducted using power spectral density, frequency of center of energy,
Haart wavelet analysis), and LSTM (raw data used after denoising via discrete
wavelet transform).

Nonetheless, Ashleibta et al. [35] pointed out, also reported by Damodaran
et al. [39], a major drawback of Network Interface Cards (NIC) used for con-
trolling the flow of the data over Wi-Fi link and channel data estimation. IEEE
802.11n compliant Wi-Fi access points use 51 subcarriers during OFDM mod-
ulation but Intel 5300 NIC at the receiver side can report data for the utmost
30 subcarriers while CSI information of the remaining 21 subcarriers is lost.
Simultaneous use of NIC for networking function and CSI estimation using
external tools for human activity recognition may hamper the reliability of
NIC’s long-term performance as well. To avoid these problems, Ashleibta et al.
[35] claimed to be the pioneering developer of human occupancy (the number
of people in the room) counting and their parallel multi-activity (performing
at 4 distinct positions of the room) recognition via deep 1D-CNN model using
CSI (amplitude only) generated by two Universal Software Radio Peripheral
(USRP) [41, 42] formed Single-Input Single-Output (SISO) communication
system operating at 3.75 GHz carrier frequency which falls under the 5G fre-
quency band (3.4-3.8 GHz). Their generated dataset consists of a total of 1,777
trials having 16 combinations of 3 distinct activities (sitting, standing, walk-
ing) along with empty rooms performed by 4 subjects in a lab setting. The
developed recognizer model comprises a data pre-processing step formed of
mean CSI amplitude finder across all 51 subcarriers, fourth-order Butterworth
lowpass filter for noise reduction, 3-level discrete wavelet transform calcula-
tor followed by the classifier model formed of 13 1D-CNN layers, and 5 max
pooling layers. Authors reported the accuracy of the parallel multi-activity
recognition experiment to be around 80% and the accuracy of the occupancy
experiment ranging between 86%-95%. They also justified the superiority of
their USRP-formed 5G-enabled SISO system because of more discernible CSI
pattern formation compared to a WiFi-NIC system operating at a 5 GHz
frequency band.

In the study by Shalaby et al. [43], a Single Input Multiple Output (SIMO)
communication link was established between a WiFi router and an Intel
5300 NIC mounted in a laptop to classify six independent non-concurrent
human activities (i.e. lie down, fall, walk, run, sit down, and stand up)
using CSI amplitude values from an unbalanced dataset. Four deep learn-
ing architectures, namely CNN-GRU, CNN-GRU-Attention, CNN-GRU-CNN,
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and CNN-LSTM-CNN, were explored, with the CNN-GRU model performing
the best and achieving over 99% in all performance metrics.

Yang et al. [44] utilized two TPLink-N750 WiFi routers to capture CSI
amplitude data from a 5 GHz channel frequency 40 MHz carrier bandwidth
WiFi 802.11n signal in SIMO mode. They employed self-supervised learning
followed by few shot learning to classify eight independent non-concurrent
human activities (i.e. up-down, left-right, pull-push, clap, fist, circling, throw,
and zoom) from the CSI amplitude data, achieving gesture recognition accu-
racy of 0.8971 and gait analysis accuracy of 0.8333 using 3-shot learning.
According to the authors, the use of self-supervised and few shot learning tech-
niques ensures that the recognition model is unbiased towards the data during
supervised learning and can adapt to new data.

Bocus et al. [45] investigated the Multiple Input Multiple Output (MIMO)
radio link from two 3-antenna Intel 5300 NICs to classify six independent
non-concurrent human activities (i.e. lay down, sit, stand, stand from the
floor, walk, body rotate) from CSI amplitude data. They pre-processed the
data through denoising using Discrete Wavelet Transform (DWT), segmen-
tation, and dimensionality reduction using Principle Component Analysis
(PCA) techniques before converting them to multiview spectrogram images
using Short Time Fourier Transform (STFT). The images were then classified
using AlexNet, VGG16, and ResNet, with AlexNet achieving the best results,
obtaining a macro F1 score of 0.68.

Xu et al. [12] conducted research on various independent non-concurrent
human activities from three distinct datasets, namely Office Room hav-
ing 7 classes, Falldefi having 2 classes, and SignFi having 276 classes. The
authors integrated time information with the CSI data and developed a novel
mutual information enhanced dual-stream contrastive learning unsupervised
framework. The proposed framework achieved impressive results, with 94.6%
accuracy and F1 score on the Office Room dataset, 80% accuracy and F1 score
on the Falldefi dataset, and approximately 87% accuracy and F1 score on the
Signfi dataset.

Al-qaness [46] investigated the use of a MIMO scheme with a TP-Link WiFi
router and Intel 5300 NIC mounted in a laptop to classify nine independent
non-concurrent human activities, namely dodge, push, strike, circle, punch,
bowl, drag, pull, and kick. To extract features from the CSI data, the authors
utilized both the amplitude and phase angle, which were then subjected to a
Butterworth lowpass filter for denoising. Next, Principle Component Analysis
was applied to the denoised features followed by pattern segmentation using
Hilbert-Huang transform, which determined the width of the dynamic time
window. Finally, the authors extracted 12 statistical features from the prepro-
cessed data and trained a Random Forest Classifier, which achieved precision
ranging from 90% to 97%, recall ranging from 88.35% to 100%, and F1l-score
ranging from 89.67% to 98.48%.

Although the field of learning-based human activity recognition (HAR) has
made significant strides, recent literature reveals that the majority of studies
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have focused on using a SIMO communication link between two Intel 5300
NICs installed in laptops or two WiFi routers, with most articles classifying less
than ten independent non-concurrent human activities. Therefore, it is essen-
tial to advance the research on HAR by incorporating a MIMO communication
link between a WiFi router and an Intel 5300 NIC installed in a computer to
simulate real-life scenario. Moreover, to improve the performance and robust-
ness of HAR models, it is necessary to develop learning-based models that can
classify mutual concurrent human-to-human interactions conducted over vary-
ing durations. Additionally, it is important to differentiate the same types of
interactions performed by either the left or right hand/leg. In this article, the
authors took the initiative to work on these areas to advance the field of HAR
research.

Li et al. [47] delineated the superiority of the Bidirectional Gated Recurrent
Neural Network Unit (BiGRU) model on single-human independent-activity
recognition compared to RNN, BiRNN, and GRU model; though the authors
used ‘wideband radar waveform’ obtained from RADAR High-Resolution
Range Profile signal. Because the BIGRU deep learning algorithm accompanied
by the Self-Attention mechanism has recently gained considerable attraction
for time-sequence data classification such as HTTPS traffic classification [48],
EEG-based emotion classification [49], P300 EEG signal classification [50] and
because the model has certain strengths as mentioned in section-5, this study
aimed to investigate the potential of the Attention-BiGRU deep learning
model for human-to-human mutual interaction classification in an indoor
setting using Wi-Fi channel information data.

3 Dataset Description

To explore the philosophy of human-to-human interaction recognition via Wi-
Fi data classification using Artificial Intelligence (AI), this study opted to
take advantage of ‘the only available first-ever published Wi-Fi-based human-
to-human interaction dataset’ by Alazrai et al. [32] contemplating 13 activities
performed by two individuals in the central area between 4.3 meters apart Wi-
Fi access point and Network Interface Card (NIC) kept in Line-of-Sight (LOS)
manner targeting each other in an indoor environment (5.3 square meters
furnished room). A publicly available CSI tool [40] had been used to record
Wi-Fi data and the device configurations are depicted in Figure-1.

The dataset comprises 40 folders for interactions performed by 40 different
subject-pairs. Each folder contains 12 sub-folders for 12 different interactions.
Each sub-folder contains 10 different data (*.mat) files containing Wi-Fi packet
data [viz. Wi-Fi packet arrival timestamp, number of transmit and receive
antennas (NTx, NRx), channel noise, automatic gain control (AGC in dB),
received signal strength indicator (RSSI in dB) at the 3 receive antennas,
complex valued channel state information (CSI) and interaction label] for 10
trials of each interaction. The complex valued CSI array is of order (NTx, NRx,
NSc) = (2, 3, 30) where, NSc = Number of Subcarriers used during OFDM
modulation.
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It’s to be noted that each trial is composed of 2 interactions (steady-
state and any of the 12 interactions), that’s how 13-interactions altogether.
The 13 human-to-human interactions are: steady-state, approaching, depart-
ing, handshaking, high-five, hugging, kicking (left-leg), kicking (right-leg),
pointing (left-hand), pointing (right-hand), punching (left-hand), punching
(right-hand), and pushing.

It’s also to be noted that, the data files are of unequal time-series length,
i.e. time-series data ranging upto 1040-2000+ Wi-F1i packets and packet arrival
time-difference are also seen unequal. This occurred due to the following data
acquisition time-length:

— 2.00 second for steady-state + 3.00 second for hugging or kicking or
punching

— 3.50 second for approaching + 2.00 second for steady-state (Note that,
steady-state performed at the end portion only for approaching action)

— 2.00 second for steady-state + 3.50 second for departing

— 2.00 second for steady-state + 4.00 second for handshaking or high-five
or pushing

— 2.00 second for steady-state + 4.50 second for pointing

Such kind of time-length inequality, two mutual interactions merged
in each trial (i.e.. mutuality and concurrency), steady-state either at
the beginning or at the end portion of the trial, the difference in height-
weight-clothing-gesture style of 66 subjects (i.e.: inter-activity variability)
added an extra layer of complexity to the LOS-faded Wi-Fi signal pattern-
recognition AI challenge.

4 Description of the Dataset’s Feature Variables

To attain the dataset, an IEEE 802.11n standard [51] (released in 2009) com-
pliant 2x3 MIMO-OFDM (Appendix-A) wireless LAN communication system
had been used during data collection. Figure-1 offers an exposition on the
system configuration used during data collection [32].

This section provides a brief overview of the feature variables included to
the dataset, the environmental factors that affect and underlie the pattern
changes of those feature values when applied to indoor WLAN environ-
ments, the mathematical representation of some of those features, and some
observations on a few variables in recent WLAN research works. These also
illustrate the significance of using these feature variables in the experiments
of this research work in order to make use of feature pattern changes to
classify 13 distinct mutual human-to-human interactions using the proposed
Attention-BiGRU deep learning model.

4.1 Signal Fading and Noise

Unlike this particular experiment where the Line-of-Sight (LOS) faced trans-
mitter and receiver are stationary at fixed distance (4.5 meter apart), the
transmitted electromagnetic (EM) signal encounters attenuation (amplitude
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4.3m distance between Tx & Rx /

5.3m x 5.3m room

Desktop Computer
with Intel 5300 NIC
(3 Receive Antennas)

‘WiFi Access Point - Sagemcom-2704

(2 Transmit Antennas)

Fig. 1: Conceptualization of the 2x3 MIMO-OFDM indoor WLAN trans-
mission system in case of two-human line-of-sight interaction. WiFi AP
specifications are 2.4GHz frequency band, wireless channel no.-06, 20MHz
channel bandwidth, modulation coding scheme index-08, MIMO OFDM (30
subcarriers) and IEEE 802.11n compliant device. Here, S3 represents Line-
of-Sight (LOS) signal fading due to two human mutual interaction and
Non-Line-of-Sight (NLOS) signals are reflected from Ceiling (S1), Wall (S2),
Indoor Object (S4), Floor (S5)

deviation, phase change and delay spread from multipath time-delay) due to
large-scale fading (i.e. indoor path loss) and small-scale fading (i.e. absorption-
reflection-diffraction-scattering-interference during multipath indoor propaga-
tion and speed of surrounding objects viz. movement of two human during
interaction) across the propagation range of Wi-Fi signal from transmitter
to receiver. The wavelength (A = 125 mm, eq!™-1) of the Wi-Fi signal with
f = 2.4GHz carrier frequency is too small compared to 4.5m Tx-Rx distance
such that EM wave propagation phenomena and equations sustain for the
indoor environment.

c 33X 108ms™1 33X 101t mms !

A= — = =
f 2.4GHz 2.4 x 109s—1

= 125mm ; here, c = speed of EM wave (1)

Mean received power logarithmically reduces with distance in case of indoor
path loss; hence if path loss is denoted by Pr.ss, path loss exponent by n,
transmitter-receiver separation by dr.« g, and 1m-100m reference distance
by dycf, then free-space indoor path loss for single room can be equated from
log-distance path loss model as,

Pross (dB) = Pross (dref) + 10nlog <d7:7ﬁfh> ; here, n = 2 for free space (2)
re

Transmitted EM wave strength sometimes gets partially absorbed by
indoor objects like spongy-foamy couch, soft curtains, water (if any, e.g. aquar-
ium), concrete-wall, brick-wall, metal-wall, electronic appliances (computer,
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refrigerator, microwave oven etc.). While obstructed by ceiling, floor, wall,
humans with different weight-height and flat indoor objects, EM signal gets
reflected and a trifling amount of wave bounces towards any other direction
than the receiver, thus reducing received signal energy. Both partial absorp-
tion and reflection may occur simultaneously in varying amount depending
on material composition and texture of the obstacle and incident angle of the
signal on the obstacle.

Multiple Lambertian reflected waves generate after the EM wave gets scat-
tered from uneven rough surface like indoor ornamental plant leaves, curly
short human-hairs along direct LOS path, dust or smoke or micro-water-
droplets present in the air etc. Secondary wavelets originate maintaining
Huygen’s principle while the transmitted EM beam gets diffracted at sharp
edges (corner of walls, desk, tables, chair, ceiling fan etc.) and propagate along
their split direction curving around that obstacle. These multipath propagated
signals exhibit signal amplitude deviation and phase shift while received by
the receiving antennas.

Transmitted signal might also encounter interference with any other radio
wave (signal from another Wi-Fi router in other room, microwave oven,
cellphone etc. if operating at 2.4 GHz carrier frequency band with unique mod-
ulation frequency). This also adds Additive White Gaussian Noise (AWGN)
to the transmitted signal. [52, 53, 54]

Since the Tx-Rx has LOS path (eventhough sometimes partially and ran-
domly obstructed due to two human interactions), the small-scale fading can
be simplistically expressed in a generalized fashion using Rician Fading model
[55] considering sinusoidal transmission signal having amplitude A, at a carrier
frequency of f = 2.4GHz as follows,

Received Signal,

#multipaths
RRician(t) = ALos cos(wt) + > Aj cos(wt + ¢;) ;
i=1
here, angular freq, w = 27 f and ¢ = signal phase difference
#multipaths #multipaths
= Ar0s cos(wt) + cos(wt) > A; cos(¢p;) — sin(wt) > A;sin(g;) (3)
i=1

i=1 i=
= (M + Apos) cos(wt) — N sin(wt) ;

#multipaths #multipaths
here, M = > A; cos(¢;) and N = > A; sin(¢;)
i=1 =1
Received Power,
P=(M+ALos)’ + N? (4)

Average Received Power,

#multipaths
(zi — )
i=1

P =20+ AQLOS ; here, variance: o> = FEmultipaths i x; = Ajcos(w+¢;) (5)

Rician factor,

A2
K= 2LUO2S ©)
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If B(.) is the modified Bessel function of first kind [56, 57], U(.) is the unit step
function, the Probability Density Function (PDF) of the Received Power,

PDFpician(®) = * 2~ exp (~K (K +1) L) B <2 K(I;“)p) U (@

Andjamba et al. [58] published a report on inter-network interference suf-
fered by on-campus IEEE 802.11 standard access point operating at both 2.4
and 5 GHz carrier frequency band after two months of monitoring due to
over 345 IEEE 802.11b/g/n/ac access points surrounded off-campus. Liu et
al. [59] proposed a novel mathematical architecture via theoretical analysis
and developed an opensource program for IEEE 802.11 standard one-to-one
Wi-Fi network’s throughput ascertainment under the repercussion of inter-
network-interference due to Wi-Fi devices of similar kind. Authors verified the
analytical expressions along with the developed program using three network
structures (string topology with 3 and 4 one-to-one networks, grid topology
with 9 one-to-one networks) wherein they used ‘airtime concept’ for finding
out each network throughput which Wan et al. [60] believe handy for divulging
the packet sensing duration at each node and frame collisions due to hidden
nodes.

Chandaliya et al. [61] observed the effect of signal interference on IEEE
802.11n standard Wi-Fi device throughput due to 2-pairs of Bluetooth devices
sharing data in the vicinity of Wi-Fi range at right-angled spatial position with
respect to Wi-Fi LOS link, all operating at 2.4 GHz carrier frequency band.
Practical presence of Bluetooth devices decreased the Wi-Fi throughput by
6.27 dB, increased packet-arrival-time-difference by 0.26 second and increased
packet-drop-rate by 2.73 times compared to ideal software simulation of Wi-Fi
data sharing alone. Natarajan et al. [62] also performed mathematical analy-
sis, physical layer analysis and Medium Access Control (MAC) layer analysis
on the cross-technology signal interference while in coexistence among IEEE
802.15.4, Bluetooth Low Energy (BLE) and IEEE 802.11 technologies.

4.2 Packet Arrival Time Difference

Sarker et al. [63] conducted an investigation using IEEE 802.11 technology at
multitude of environments (office room, library, laboratory, bedroom, lunch
room, lounge, garage) in order to explore the effect of empty space, two human
movement (walking towards each other and random movement) on Wi-Fi link
throughput originated from file sharing between two wireless laptops con-
cluding that the average throughput performance is 2.3 4+ 0.3 Mbps. Authors
also reported that the noticeable throughput deviation (~ 0.3 Mbps) is seen
when two human movement is introduced rather than the empty space. But
the throughput deviation due to different activities performed by two humans
(walking towards each other vs random movement) is £0.07 Mbps on average
which is insignificant.

This suggests that Wi-Fi packets don’t arrive after constant time inter-
val, hence there exists variational packet-arrival-time-difference caused by
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multipath propagation effects. This also reminds that, detection of 13 two-
human-interactions from Wi-Fi signal using Al is a very much arduous task
due to negligible throughput deviation for different activities performed by two
humans.

4.3 Received Signal Strength Indicator (RSSI)

Transmitted radio EM wave encounters fading, path loss, destructive interfer-
ence during multipath propagation hence loses signal power over distance or
attains power in case of noise addition and constructive interference. Received
Signal Strength Indicator (RSSI) is a relative measurement of the signal power
received at each receive antenna and the range of the RSSI value along with
calculation depends on NIC manufacturer since there is no fixed standard for
RSSI calculation. The RSSI value is observed to be greatly affected in different
environments in a field study [64] on the characteristics of RSSI, especially with
the presence of objects in signal path. Recently, RSSI has also been intended
to be used for applications like human localization in indoor environment [65].

Therefore, RSSI values create unique variational pattern with the unique
movement during different human-to-human interactions performed along sig-
nal LOS path that might be translated into meaningful classification using
deep learning techniques.

4.4 Automatic Gain Control (AGC)

Multipath propagation affects the transmitted signal amplitude (hence power)
resulting to be either high, low, or just the exact at the receiving antenna.
However, translatable-stable signal amplitude is an imperative for further
processing of the signal using the receiver electronic circuits at which point
the Automatic Gain Control (AGC) concept steps in. Delayed AGC is a
feedback-controlled operational amplifier circuit including electronic switches
(e.g. diode, relay etc.) aiming to dynamically adapt the output signal voltage
to a set-point creating suitable DC voltage-bias using variable-gain-amplifier
(VGA) and error-amplifier circuit-network so that the downstream circuit
at the receiver chain gets a stable signal in the radio-frequency (RF) and
intermediate-frequency (IF) stages irrespective of the varying received signal
amplitude. Frequency bandwidth of the AGC circuit is defined by the operating
bandwidth of the transmitter. [66, 67, 68]

AGC value (in dB) supplements the RSSI (in dB) deficit, that’s why kept
as an important feature for the proposed deep-learning model.

4.5 Channel State Information (CSI)

Transmitted analog EM wave reaches to the receiver passing through the over-
all spatial environment (e.g. free space) is referred to as transmission channel.
Channel conditions and properties accumulate the overall combination of sig-
nal fading (reflection, absorption, interference, scattering, path loss, packet
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delay etc.) due to multipath propagation and unique human-to-human inter-
actions along LOS path. Channel State Information (CSI) (Figure-2) describes
how the transmitted EM beam of each Wi-Fi packet passes through the chan-
nel encountering those effects and mimics the overall channel properties of
a MIMO-OFDM system in the form of a (NTx, NRx, NSc)-sized array (H
matrix) formed of complex elements describing magnitude and phase infor-
mation of the channel impulse response which can be estimated both at the
transmitter and receiver side using various channel estimation methods [69, 70];
here, NTx, NRx = Number of Transmit and Receive antennas and NSc =
Number of Subcarriers used during OFDM modulation.

This experiment used (2, 3, 30)-sized complex valued CSI array that was
estimated at the receiver side using a publicly available CSI tool [40].

Transmission Channel
(Air)

Transmitter
(WiFiAP)

Receiver
(Intel NIC)

H-Matrix is retrieved
during Channel Estimation

Fig. 2: Intuition of CSI array for single subcarrier

Each Wi-Fi packet is received within very small period of time after
transmission, thus, quasi-static fading and a linear-time-invariant channel is
assumed. If for a multipath channel, aj be the channel attenuation over kqp
path, d(7—7x) be the signal propagation delay along k;;, path at 7, delay index
of the channel impulse response, then each element hp g s of the H matrix for
T}, transmit antenna, Ry, receive antenna and Sy, subcarrier can be expressed
as [51, 71, 72],

N

hr r,s(T) = Z agexp (—jwTr)d(T — 7)) ; here, angular frequency, w = 27 fsubcarrier (8)
k=1
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CSI array for each Wi-Fi packet,

[[h111 12 - ha1so] ]
[hi21 hi22 - h1230]

[h1,3,1 higz2 ... h1,3,30]
=" : )

-[h2,1,1 hai2 ... h2,1,30]_

[h22,1 h222 - ha230]

L _[h273’1 haga .. h273’30]_ d(NTx, NRx, NSc)

Received sequence for each Wi-Fi packet at the receiving antennas,

Miwre vsor = % (Hyvre, nre, vso) * X vre, vse)) + AWGN (v e, wso)
sum_along_ T
[h1,1121,0 +h21122,1 hi1221,2 +h212222 ... h11,3021,30 + h2,1,30%2,30]
= | [h1,2,1@1,1 + k221021 h122@1,2 4+ ha22%22 ... h1230%1,30 + h2,2,30%2,30]
[h1,3,1201,1 + h23122,1 h13221,2 + h232%22 ... k13307130 + h2,3,30%2,30] (NRxz, NSe)

+HAWGN] (N Ra, Nse)
(10)

In an indoor environment having static surrounding objects at fixed posi-
tion but two humans performing different mutual interactions along LOS path
creates idiosyncratic channel variation over the total time period that appear
to be a classifiable pattern to the proposed deep learning model.

5 Methodology and Framework

The human-to-human mutual interaction recognition from Wi-Fi data is
a time-series classification problem and for that, this study proposes an
auspicious Attention Bidirectional Gated Recurrent Neural Network Unit
(Attention-BiGRU) model with executable Graphical User Interface (GUI)
software implementation. The proposed solution utilizes WiFi signal noise,
packet arrival time difference, RSSI value of three receive antennas, AGC
and CSI array data features for thirteen distinct human-to-human mutual
interaction classification performed in an indoor environment within the line-
of-sight Wi-Fi coverage area of the transmitted signal. The cognitive ability of
the developed GUI software solution possesses significant potential for indoor
activity monitoring, surveillance system, smart health monitoring systems and
independent assisted living because the software can alongside plot and save
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the time-series data classification results with a satisfactory accuracy having
minimal interaction-transition region classification errors. The overall project
structure is illustrated as block diagram in the Figure-3.

5.1 Data Pre-processing

During data pre-processing, data were split into 60 : 20 : 20 ratio for training-
validation-test set. The algorithm at first detects the number of available Wi-
Fi packets of a given sequence. Unequal length of data sequences are made
equal to 1560 Wi-Fi packets by either clipping or padding of required samples
because the deep learning model requires a fixed number of input data size.
Then feature extraction is performed according to Figure-3. Packet Arrival
Time Difference feature is calculated from the Time-Stamp column of the
original dataset. CSI array of each Wi-Fi packet of the original dataset is of
2 x 3 x 30 size which is unwrapped into a 2D array, then magnitude and phase
angle is calculated. Other feature values (Time Difference, Noise, AGC, RSSI
of three receive antennas) are concatenated alongside the CSI array magnitude
and phase. This is done for all 1560 Wi-Fi packets of each *.mat file which
produces 1560 x 366 2D array in *.csv format for each *.mat file.

The array is then undergone through Robust Scaler for standardization.
Deep learning models exhibit dire performance on snaggy dataset due to out-
liers present in the data-features or skewed data-distribution that demands
for methodical data standardization during data pre-processing step. Robust
scaler takes care of the outliers present in individual feature vector by remov-
ing median, scales the values within specific range and centers-up the vector
to form Gaussian distribution maneuvering 25" to 75! interquartile range
[73]. Target values are encoded with One Hot Encoder for making suitable for
further processing.

5.2 Attention-BiGRU Model Design, Training and Test

With the pre-processed data, model training was performed using the proposed
Attention-BiGRU deep learning architecture. The proposed deep-learning
architecture is a functional-type architecture comprised of an input layer, a
positional embedding adder layer, two BiGRU layers having 1024 and 512
units respectively, one self-attention layer, one skip connection adder layer,
two dense layers having 512 and 13 units, three dropout layers having 0.3 and
0.2 dropout ratios in order to stay clear of overfitting issue, and one concate-
nation layer. Followed by the BiGRU operations, the under-processing array
is fed to a Self-Attention layer having 8-heads with 64 key-dimension size.
30% weighted self-attention values are added to the 70% weighted previous-
to-attention-values in the skip connection layer. This array is then passed
through a dense layer and then the array is concatenated with the previous-to-
attention layer values. Finally, this array is passed through the output dense
layer having Softmax activation function that produces the time-series classifi-
cation result. Whether GRU should be used as the Recurrent Neural Network,
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whether GRU layers should be bi-directional or uni-directional, how many
BiGRU and dense layers need to be used, how many units of those layers need
to be used, how many (multi-)heads and key-dimension of the self-attention
layer should be used, how much weight should be given to the input threads
of skip-connection layer, the arrangement and accurate placement of all the
layers one after another are determined through trial and error process. The
best combination is chosen for the finally proposed deep-learning model which
had given the best possible outcome.

It is stated in Dataset Description (Section-3) that trial files for different
interaction classes have time-length inequalities. Primarily, they were made of
equal length by either clipping or padding required WiFi packet data from/to
the steady-state portion during data pre-processing step. But, each trial file
consists of two interactions (steady-state and another out of remaining 12
mutual-interactions) merged together. Steady-state interaction was performed
either at the beginning or at the last portion of each trial. The 13 mutual
human-to-human interactions performed by various subject pairs had differ-
ent height, weight and might have slightly different body-posture for a specific
interaction which contributed micro-variation in CSI array for that interaction.
Again, clipping/padding steady-state portion solved the overall trial file length
inequality problem but still the time-length of steady-state interaction remains
unequal. All of these challenges are mitigated by using Positional Embed-
ding, Self-Attention, Skip Connection, and Custom Test Prediction Smoother
layers. BiGRU and Dense layers mainly took care of the task of time-series
classification.

Basic layers used in the proposed deep learning Attention-BiGRU model are
described as follows.

5.2.1 Positional Embedding

To deal with the interaction-transition region and satisfactory persistent label-
ing of the timeseries samples, it is essential to attain some essence of positional
knowledge [74] by the trained model for learning body-posture sequence-order
since the dataset comprises interactions of variable data acquisition time-
length and each interaction might have small chunk of body-posture correlating
another interaction (e.g. ‘Punching/Pointing with left /right hand’ has similar
state until just before punched/pointed-with-finger). Positional embedding is
frequently being used in transformer-based models in natural language pro-
cessing. However, such embedding layer also shows promising aspects in case
of Attention-RNN models latterly in trend, as well, explored through this
experiment.

5.2.2 Bidirectional Gated Recurrent Unit (BiGRU)

Analysis of time-bounded 1560 Wi-Fi packets per trial falls under sequence
learning task and Gated Recurrent Neural Network Unit (GRU) [75] is
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scrutinized to be performing best in this experiment compared to Long-Short-
Term-Memory (LSTM) which is another early variant of Recurrent Neural

Network. . . .
Being neoteric, GRU offers some computational advantages over Vanilla-

RNN and LSTM. While learning long term dependencies, GRU resolved the
issue of vanishing and exploding gradient problem faced by Vanilla-RNN [76].
On top of that, GRU incorporates fewer computational-states with less gates
that provide faster computation with reduced complexity compared to LSTM.
FEach GRU unit intakes particular input along with previous hidden state
corresponding to time-sample ¢, finds out whether the input is a potential
hidden-state to be stored by using hyperbolic tangent and sigmoid activation
function in candidate hidden state and reset gate thus serving as short-term-
memory, and finally produces the current hidden state value (also final output
value at the end) through reckoning of short-term-memory information from
candidate state with previous hidden state value by using another sigmoid
activation function in update gate thus serving as long-term-memory. On the
whole, each GRU unit has two gates which maintain only the hidden state.
The hidden-state at time ¢ of a fully-gated GRU unit can be expressed as,

H(t)=H({t—1)O[1+exp(a)] ' + [2[1 +exp(—28)]" ' —1] © 1 +exp(—a)] ™'

here,oz:W1 ()+W2H(t—1)+B”
B =Wl (t) + wh [H(t—1)®[1+ea:p( M~ + B
v=Wlz(t)+W;H(t—-1)+B an

x = input, t = time, u = update gate, r = reset gate, h = candidate hidden state,
H = hidden state value, WY = n;; weight matrix of gate/state g,
BY = bias of gate/state g, @ = Hadamard Product

Bidirectional [77] operation of such sequence-processing unit accumulates
both the preceding hidden-state information during forward propagation and
succeeding hidden-state information during backward propagation so as to
produce single output for the corresponding single input, and pledges more
accurate output than unidirectional layer for the dataset of this experiment
since information from both past and future is preserved. Bidirectional out-
puts for default backward layer were being concatenated in this experiment,
however, output for other available merge-modes and custom backward layer
as well are yet to be explored.

5.2.3 Multi-Head Self Attention

Self attention [78] is a scoring mechanism for each sample of an input sequence
with respect to that particular sequence based on a context in which input
samples interrelate with each other using Query, Key, Value matrices with a
view to finding out valuable portions and give attention score to each sample
accordingly. Multi-Head (say, number of heads = N) Self Attention gives the
opportunity to score based on N representation contexts or subspaces using
N-sets of Query, Key, Value matrices and final scores from each head are
concatenated together. If X be the input array to an attention layer and W be
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the weight matrices, then Multi-Head Self Attention Score can be expressed as,

Score = [Wg; X Concatenate —emple) [X X [WHeadH ;
Wrinal x| Concaten #Heads N eep(a) (x] Value ’

array element=1

[0 [wheed, ] [1x)x [wegd]] Tremerose

Key-array dimension

here, a =
(12)

5.2.4 Skip Connection

In the proposed model, 30% of each array element of the multi-head self-
attention score is added to the 70% of that particular corresponding element
of the input array to attention layer for which the score is calculated. In other
words, attention score array is given 30% weight, input array to attention layer
is given 70% weight, and then added together.

5.2.5 Dense Layer

A dense layer consists of a number of nodes, also known as neurons, wherein
each node takes input from all or most (controlled by dropout ratio) of the
nodes of the preceding neural network layer for calculation of probabilities
using specified activation function.

5.2.6 Dropout Layer

To control the data overfitting, dropout layer randomly disconnects certain
nodes of a neural network layer by setting input values to 0 during each step of
the model training procedure. Percentage of dropped out node is controlled by
the user defined parameter dropout-ratio. Thus, the weights are trained to be
immune to overfitting. However, this layer only works during model training
but stays dormant during model test-phase and in application.

5.2.7 Adaptive Moment Estimation (Adam) Optimizer

Upon establishing the fundamental architecture of a deep learning model, the
subsequent step involves optimizing the model. This entails defining a loss
function and implementing optimization algorithms to adjust the model’s acti-
vation function weights and hyperparameters to minimize the loss function.
The iterative optimization process persists until the loss function converges
to the global minimum, yielding a highly accurate and precise model. The
optimizer algorithm employed dictates the learning time required for the iter-
ations and determines the optimal weights and parameters. A recent study
by Hassan et al. [79] has found that the Adaptive Moment Estimation
(Adam) Optimizer outperforms several other built-in optimization algorithms
of the Python Keras library for Deep Neural Networks. Consequently, the
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authors of this article have incorporated the Adam optimizer as the Mini-
Batch Gradient Descent Optimization algorithm for the experiments of mutual
human-to-human interaction recognition in this study.

According to Hassan et al. [79], Kingma et al. [80], and Ajagekar [81], the
Adam optimizer is a modified and combined version of two Stochastic Gradi-
ent Descent methods: Momentum and Root Mean Square Propagation. Adam
calculates the momentum for each parameter, which involves using estimations
of the first and second moments of the gradient to adapt the learning rate for
each weight in the neural network. Subsequently, Adam optimizer updates the
weights through successive iterations based on the algorithm described in the
articles by Kingma et al. [80] and Ajagekar [81].

5.2.8 Custom Test Prediction Smoother

Few very-small chunks of oscillatory predictions were being observed in the test
prediction that was changing within nano-seconds especially during interaction
transition and other parts. But human-to-human interaction cannot change
abruptly within nanoseconds. A custom smoother was designed using 1 moving
point and 20 mode point in order to rectify the problem. If the mode of the
classifications of 20 sample-points preceding and 20 sample-points succeeding
to a single sample-point is similar, then the classification of that single sample-
point is set equal to the mode classification; if not, then left as it is.

The overall training is performed through 4-Fold cross-validation and thus four
trained model weights have been generated and saved. During Test-phase, each
of the test *.mat file is classified using all those four trained model weights
separately and the mode of the classification of each Wi-Fi packet (i.e. time-
stamp) is considered as the classified interaction. Then again, the classified
array is rectified using a custom Test Prediction Smoothening process having
20 mode point and 1 sliding point. This classified array is considered as the final
time-series classification of 1560 Wi-Fi packets of each data *.mat file. Thus,
the highly accurate and minimal interaction-transition region error (Figure-6)
is ensured by the proposed solution. The model was optimized using Adam
optimizer, 300 epochs with early stopping criterion and mini-batch size 12.
Reliable learning rate was adapted using ReduceLROnPlateau function.

It is to be mentioned that, the performance metrics (accuracy, precision, recall,
loss) reported for training are obtained from model training and test-loss dur-
ing model test using Keras evaluation metrics but the performance metrics
(accuracy, precision, recall, Fl-score) reported for test are obtained after test
prediction smoothening and then using weighted average Scikit-learn metrics.

5.3 Executable Graphical User Interface Software Design

To make the proposed solution user-friendly, an executable (not standalone)
graphical user interface (GUI) software has been developed using PyQt5 [33]
GUI app builder Python module so that the user can provide particular input
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file to the software and within a while can get the classified results directly plot-
ted on-screen in a time-series fashion, the classification results are being saved
to the computer simultaneously for later use. With this executable software,
a user can classify either a particular trial file or an entire folder containing
multiple trial files that will be fetched by QFileDialog box and the selected
directory-path will be displayed on a text-label. The application is designed
such that it will search for how many trained models (*.h5 file) are present in
a folder named ‘cloverleaf’, use all of them and calculate the mode during clas-
sification of the trial file. This gives full control over the user to download and
use as many trained models as desired (higher, the better). The software can
automatically detect and activate the GPU (if present) of the user device for
faster calculation, however, it will calculate at a slower speed if GPU is missing
in the device. The procedural progress will simultaneously be displayed on a
progress bar and on an inactive push-button label. Following completion, the
classified trials will be saved as a *.csv file in a datetime-bearing folder in the
working directory, the path of which will be displayed on a text label. Finally,
the classified trials will be plotted on QtWebEngine using the Plotly Offline
python module and the plots can be switched back and forth by rotating a
knob on the right-screen. A user notification will also appear at the bottom of
the screen with instructions on graphics control. The program is made capa-
ble to scan the data file for the true target labels, plot them alongside the
classified labels, and omit true label plots if they are not found.

Model training and test-evaluation were performed using Google Colabora-
tory free plan (used scipy v1.7.2 and TensorFlow framework) but GUI software
was designed and evaluated using personal laptop having following configura-
tions: 8" Generation Intel® Core™ i5-8250U processor, 8GB DDR4 RAM,
4GB DDR3 NVIDIA GeForce 940MX CUDA-enabled graphics card, Python
v3.9.3 with PyCharm Community Edition v2021.3 IDE running on Windows
10 operating system.

6 Result and Discussion

The contribution to this human-to-human mutual interaction recognition
study is structured within three experiments.

i. The first experiment is focused on determining whether and to what extent
the Wi-Fi signal along with channel parameters used in analysis are capa-
ble of mutual interaction recognition via the proposed deep-learning model.
Experiment-1 involves training and model evaluation using the first pair of
subjects (S1-S47), i.e. single folder containing 120 trials.

ii. Micro-variation is introduced to the feature pattern describing similar inter-
action in case of multiple subject-pairs because of their diversified height,
weight, gesture-style and clothing. Such physiological varieties are the source
of slightly different pattern of body-reflected signal for the similar interac-
tion performed by different subject-pairs that results in the aforementioned
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micro-variation of the feature pattern. The second experiment explores
whether the proposed model can withstand these micro-variational pattern
changes and whether the model gives satisfactory performance on test-data
involving multiple subject-pairs if the model is properly trained with data
from those specific subject-pairs. Experiment-2 is conducted on the first-ten
pair of subjects (S1-S47 to S16-S41), i.e. 10 folders containing 1200 trials.

iii. To explore the pertinent obstructions and the usage feasibility of the trained
models obtained from experiment-2 in case of an unknown situation, a cross-
test is performed in experiment-3 on the second-ten pair of subjects (S18-S57
to S34-S30).

All the three experiments are set to be involved in classifying thirteen dis-
tinct mutual interaction target-classes. Learning curves obtained during the
proposed deep-learning model training-phase are depicted in Figure-4, the con-
fusion matrices are portrayed in Figure-5, and the performance metrics of the
three experiments are tabulated in Table-1.

Experiment 1: It is observed that, whilst in training with 60 : 20 training :
validation data for four folds, the model performed best on the third fold of
cross-validation data showcasing more than 95% performance metrics in case
of single human-pair interaction, around 90% performance metrics were being
observed for another two folds, and the minimal performance metrics were
found to be around 80%. Trained models of all the remaining folds exhib-
ited more than 90% test benchmark on the remaining 20% data except for
the poor-performing fold which showed 88% metric-value in the test-phase of
experiment-1. Generalized classification from the mode of the predicted tar-
gets in the test-phase using the four trained models achieved around 94% test
benchmark which is the best in experiment-1 and also identical to its second
fold. Confusion matrix Figure-5(a) also validates the underlying reason behind
such high performance. Misclassifications observed in case of ‘steady-state’ are
especially around the transition points from steady-state to another state or
vice versa in a particular trial since Wi-Fi packets arrive within nanoseconds
and thus the model gets blindfolded around the transition-points that pro-
duces swift dangling classification for few vicinal Wi-Fi packets. Apart from
that there is almost no misclassification as can be verified from the confusion
matrix of experiment-1. These findings prompted the study to continue inves-
tigation for the higher number of subject-pairs that the available RAM could
accommodate.

Experiment 2: On the next step for the experiment-2, ten subject-pairs had
been considered at once and further processing was carried out in the same way
as experiment-1. Cross-validation performance in this case was noticed to be
ranging between 80% to 88%, whereas the second fold of data performed the
best with 87.1% accuracy, 88.65% precision, 85.82% recall, and sparse categori-
cal cross-entropy loss was minimized to 0.3997. Even though the trained model
from third-fold data achieved the best individual test benchmark (86.5%), gen-
eralized classification via mode-calculation of the predicted targets from four
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Table 1: Performance metrics for three experiments conducted on the whole

Experiment-1: Single Pair (S1-S47)

Fold Cross-Validation Set Test Set
Accuracy Precision  Recall Loss Accuracy Precision Recall F1-Score Loss
1 0.8018 0.8143 0.7965  0.9837 0.883 0.905 0.883 0.880 0.716
2 0.9365 0.9413 0.9335  0.2637 0.937 0.943 0.937  0.935 0.259
3 0.9547 0.9566  0.9524 0.1626 0.913 0.920 0.913 0.912 0.412
4 0.8984 0.9079 0.8939  0.3782 0.911 0.926 0.911 0.909 0.504
Mode* - - - - 0.936 0.944 0.936 0.935 -

Experiment-2: First Ten Pairs (S1-S47 to S16-S41)

Fold Cross-Validation Set Test Set
Accuracy Precision  Recall Loss Accuracy Precision Recall F1-Score Loss
1 0.8030 0.8179 0.7927  0.7288 0.830 0.835 0.830 0.830 0.635
2 0.8710 0.8865 0.8582 0.3997 0.858 0.862 0.858 0.859 0.452
3 0.8601 0.8793 0.8393 0.4090 0.865 0.872 0.865 0.866 0.422
4 0.8258 0.8407 0.8146  0.6439 0.829 0.832 0.829 0.828 0.607
Mode* - - - - 0.883 0.887 0.883 0.884 -

Experiment-3: Cross Test. Saved Models of four folds from Experiment-2 used to Test Whole Second
Ten Pairs (S18-S57 to S34-S30).

Cross-Validation Set Test Set
Fold
Accuracy Precision  Recall Loss Accuracy Precision Recall F1-Score Loss
Mode* - - - 0.506 0.501 0.506 0.489 -

*Classified using the four trained models and used their ‘Mode’ as final classified label

trained models outperformed each of the individual test performance metrics
manifested with 88.3% accuracy, 88.7% precision, 88.3% recall and 88.4% F1-
score. It is quite remarkable that inclusion of human-to-human interaction data
performed by ten subject-pairs reached 88.5% test benchmark which is rela-
tively near to that for single human-pair. The test classification plot reveals
that after training with huge amount of data from ten subject-pairs, the rapid
oscillatory classification around transition points reduced noticeably to a tri-
fling amount compared to experiment-1. A small number of misclassifications
on few particular classes except steady state as seen from confusion matrix
Figure-5(b) are due to either partial or infrequent complete misclassification of
a particular trial. It is worth noting that the misclassified interactions have cer-
tain portions that are quite symmetrical to one another. For example, pointing
or punching with right/left hand and high-five produces similar type of signal
reflections from human body starting at the beginning of the interaction until
just before pointed or punched either with right or left hand or given high-five.

Experiment 3: So far, everything has worked out well because we are able to
classify time-sequence data and can even observe for how long the human-to-
human interaction had been performed. Now comes the difficult part. Is the
trained deep learning model capable of doing well on completely new subject-
pairs for which it has never been trained? If not, what are the issues that the
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next research perspective should address? To reach these points, experiment-3
was carried out as a cross-test on the second-ten pair of subjects (S18-S57 to
S34-S30). The four trained models from experiment 2 on 720 trials were used
to test on 1200 subsequent trials, however the outcome was not satisfactory
showing 50% test benchmark. The confusion matrix of experiment-3 is given in
Figure-5(c), and performance metrics of the three experiments are tabulated
in Table-1.

According to Ashleibta et al. [35] and Damodaran et al. [39], IEEE 802.11n
compatible Wi-Fi access points employ 51 subcarriers while modulation, how-
ever the Intel 5300 NIC only reports 30. Channel State Information data of
remaining 21 subcarriers are lost and hence 46% of the data were not involved
in analysis. Again, the whole dataset contains 4800 trial files for 40 distinct
subject-pairs, but because this study was conducted using the Google Colab-
oratory free plan, only 720 trials (60% training data of 1200 in-total) from 10
subject-pairs could be used for the proposed deep-learning model training at
once due to RAM limits. As a result, a bulk of micro-variation of CSI patterns
from different subject-pairs (caused by different subject-specific style of ges-
tures and variational signal fading due to unique lossy human body medium
for different height and weight) were missed during the training phase. On a
broad scale, these could be the possible reasons behind Domain-Shift Problem
[82] encountered in experiment-3. To reduce the difficulties seen in experiment
3, various Domain-Adaptation [83, 84] strategies along with sophisticated sig-
nal pre-processing techniques and inclusion of CSI data for all 51 subcarriers
should be incorporated in future study.

Executable GUI Software Demonstration: Experiment-2 demonstrates
that the proposed classifier model can recognize human-to-human interactions
with reasonable performance metrics having upto ten subject-pairs if the model
is well-trained with the data regarding those specific subject-pairs. So in the
end, a PyQt5 [33] graphical user interface (GUI) software (Figure-6) was devel-
oped to conclude this study utilizing the trained models from experiment-2.
A video showcasing the software demonstration along with the software itself
can be obtained from Supplementary Materials.

Comparative Analysis with State-of-the-Art Literature: A compre-
hensive analysis and comparison of the proposed methodology with the
state-of-the-art literature is presented in Tables 2-5. The comparative analysis
reveal that the majority of recent studies utilized the 5 GHz channel frequency
and 20/40 MHz carrier bandwidth variant of the WiFi 802.11n communication
system with Single Input Multiple Output (SIMO) radio links, while the alter-
native 2.4 GHz channel frequency and real-life scenario with Multiple Input
Multiple Output (MIMO) radio links were left unexplored. Additionally, most
studies employed two laptops or two WiFi routers as transmitter-receiver pairs,
simulating radio communication, which is not practical for continuous everyday
use. In contrast, this study utilized a MIMO radio link with a multi-antenna
WiFi router as the transmitter and a multi-antenna Intel NIC mounted in a
PC as the receiver, and explored the 2.4 GHz channel frequency having 20
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Fig. 6: Graphical User Interface (GUI) software designed using PyQt5. A
video showcasing the software along with the software itself can be obtained
from Supplementary Materials

MHz carrier bandwidth variant of the WiFi 802.11n communication system.
However, the use of an Intel NIC at the receiver restricted the number of
reported subcarriers to only 30, which could be increased by employing the 5G
band (3.75 GHz channel frequency) WLAN communication using Universal
Software Radio Peripheral (USRP) devices in MIMO mode.

In contrast to previous literature, which focused on single activities con-
ducted by individuals over a fixed time period, often with less than ten target
classes, this article presents a novel approach to mutual human interaction
recognition utilizing a HAR dataset that captures WiFi channel-state vari-
ations during mutual-concurrent human interactions of varying lengths. The
proposed methodology demonstrates significant improvements in identifying
and classifying similar interactions, such as approaching vs departing, hug-
ging vs pushing vs pointing vs punching, kicking with left vs right leg, and
pointing/punching with left vs right hand. These results highlight the effective-
ness of the proposed deep learning solution, which incorporates self-attention
mechanism, position embedding, and BiGRU to achieve superior classification
performance.

The proposed deep learning solution in this study not only achieves accu-
rate classification but also offers a novel interactive graphical user interface
(GUI) software. Unlike existing literature, this software enables users to visu-
alize the classification results in a time-series representation and save them for
further analysis. The GUI software is highly flexible, allowing users to clas-
sify a single trial file or multiple files stored in a folder. Furthermore, it takes
only 9 seconds to preprocess, classify, save, and plot the data on the interac-
tive plotly dashboard using the learned parameters from a single-fold training.



Human-to-Human Mutual Interaction Recognition

30

SO 01 smopurpy

NdD PRlqeUL-YAND

“XINOF6 291049D) VIAIAN €4d 4D
VY pHAa 9498

Jossaooad N0GZ8-GT 210)) [PIU] ULY) IR
-y dogdey I etsodep aremyjog
NdL T uel] 901 L103RI0GRI0)
9[800x) quatudo[aadp Ppow YyH

[ze] swomdorrop wreq

SO P01 myungn i pofreysut dojde osouarp

100, ISD UTT'08] XNUIT :1010R1Xd IS
0¢ XY Aq pejrodel SIOLIIROANS JO "ON

BUWOIIE € A DIN 00£S P Suiaet DJ X4
RUUDNIR g A 10INO0T [JIA FOLG-TOdmOFRG X T,

[07] 1001, 1D UTT'g0R XnuI :109001I%0 [SD)

0¢ Xy 4q poyrodor sworLIROANS JO

RUUOIUR ¢ M DIN 00£G [0 parressur dojder =
BUUOIUE T (A I03NOL LI NCPSUMLL MNIT-dL *

mdmQo
adnmy
ndug
ardnmy

mdmo
ardnm
ndug
ardnuyy

ZHIN 07 “[IPIMpueq JoLue))
ZHD) g :Aduenbayy puuery)
UTT'Z08 LA

ULT'ZO8 LA

PV SIT,

(o] ssoueb-1y

0€ :SI0LLEDNS JO "0\ d/0 1dnmiy
NdD 0009d 0Ipend) BIpAN i mnduroy) euuOIUE ¢ Xy ‘(Po3iodal J0U BUUSIUE JO OU [210}) PAST BUUSIUE | :X], d/1 918u1g urrg08 LM [e1] Te 1 0
mdng
0 :SIDLLIRDANS JO 0N arduymyy
IS0 MOTA-T[NU ULI0f 0 STOTYSOd JUDISPIP 18 XY-0M] PUE X,-DU() nduy Z[5) ¢ :Aousnbaly puuer)
- “DIN 00€G [PYU] BUULIte-¢ XX, ardnmN UTT'Z08 LAt e 30 smoog
[ropnrpdure 1§ 110do1 A[u0 WD (003 SOILYIY 20N mdmQ
[68] 1007, 18D sy :1030R1IX0 IS SMANMIN  ZHIN 0F “IPIMpueq otae)
P11 :seuuajue jo ared [ovo 10J SIDLLIRDIANS JO "ON ndug ZHD) G :Aouenbary puuey))
NdD 11080z XM VIAIAN 2[Surs qits 1ognduo)) “SIOMOT (GLN-UITAL, 049 (Posn euuojue ¢) Xy - ( BUUIUE ) X, s[surg UTTZ08 LIt /] e 10 Sueg
[07] 1001, 18D UTT'g0R XnuI :103001I%0 [SD) mdmQ
0g =xy 4q po O1 SIOLLIBO(NS JO "ON ardymy
0€ < :POYIWSURI} SIDLLIEDANS JO “ON ynduy
SO myungn Yy dojdery DIN 00€G [eu] ruuojue ¢ yitm dojder] Xy “IOINOY LIN BUUOJUR € X[, BERN UrT z08 LA 30 Aqereys
Sutpod uoyfg :1030019%0 )
‘SPUS) YHA 9)RDUNUINOD 0 PASTL ST 16 =Xy Aq pegrodal s1oLLIEDANS JO “ON mdng
orpey nuy) “weysds Suryerado F('9[ nyuNg G :POYIIWSURI) SIDLLIBINS JO “ON a[suIg
NV gD 91 © Suraey siossaord Xy pue X, St pasn s10jnduiod 0y pajosuuod mdup  zy) ¢L'¢ Aousnbaly puuery)
ZHD 09°¢ 002L-21 (INL) 910D (Y)ru] :101ndwop (uuoyue SSuls © Sursey yoes) sedsdp 01¢/00£X-dUSN T d[sulg (Pueq DG NVIM [ag] e %0 wqsy
[07] 1901, ISD WIT'G08 XNUIT :1030v11X0 1)) LUCELTe)
0§ XY Aq palI0dar SIBLLIEDANS JO “ON adnmiy  ZHN 07 ‘[IPIMPURQ IoLue))
SO SIT FO'FTA nyunqn 3¢ 79 (¢ :POIHWSURI} SIDLLIBINS JO "ON ndug ZHD) G :Aouenbaly puueRy))
dogdey osouor] g :dojder] XY vuuLIUR ¢ XJ, RUULUR ¢ se pasn sdojde| g ut peyunouwt DIN 00€S [P orsuIg ur1z08 A Te 99 ueIepoure(
1001, ISD UTT'Z0] XNUIT :1010RIIX0 [S)) mdmo
(€ {PIATOOIT SILLIRDNS JO "ON ardnmiy ZHIN 02 IPIMpURQ 0LIR)
0901 X.LD 2210J9) VIAIAN * B TISURL} SIDLLIEINS JO "ON jnduy ZHD ¢ :Aouonbogy puuer)
028 dpmyeT [a(] XY rUUDIUR ¢ X, vuudiue ¢ se posn sdojde| g ut pojunowr HIN 00€S [PW] BEN urT 08 LM e 30 Surpy
ury
uoryean3yuod a1 waoyyerd uoryedry D uoIjyedr 7o) adA} NVTIM /PINY

O[OIIIY SIY} O} SIOA\ PoIe[ey Jo sisheuy oarjeredwo)) pue LoAmg oasusyaiduio)) V g 9[qeL,



31

Human-to-Human Mutual Interaction Recognition

(sotyanoe g
Sururewar oy jo
MO I9J0 Aue
+ o1e15-Apeag)

(puey-1ysu ‘puey-yep) Surgound
‘(puey-yy8i ‘puey-yoy) Suputod
¢(Sor-yStx ‘Sor-y301) Suryory ‘Surysnd
‘Burddny ‘oAy-ySy ‘Suryeyspuery
‘unyredep ‘Surgorordde ‘oye)s-Apeals

SOx SOx JWDIIMNOUO)) Tenjnjy :(g1) sossepo ja81e], S[OTTY SIYT,
oy pue ‘[ud ‘Sep
‘[moq ‘yound ‘D[ ‘oqLIIS
ON SOx a18urg Juopuadepuy ‘gsnd ‘98pop :(6) sesse[o jo8Ie], [o/] sseweb-1y
(sossepd 9.g) eseje( yusig
19110 ‘UMOp (IR :(sosse[o g) j0seje( Yop[red
J[ea pue ‘dn puejs ‘usmop 318 ‘unt ‘dunspid
- SOX o18uIg juopuadopu]  ‘[[eJ ‘UMOP oI :(SASSeD J) j9seyR( WOO0Y 9O1F(O) [e1] e @ Y
99101 ApO( ‘Y[eM ‘I00[ O} WOIJ pUR)S
ON SOX o[3ulg Juepuadopuy ‘pue)s ‘41s ‘umop Aef :(9) sosse[o joSIe], [gp] ‘Te 90 snoog
WO0Z ‘MOI}
‘Guroam ‘ysy ‘ded ‘ysnd pue nd ‘s
ON SO o[3urg Juapuadopuy pue 5o ‘umop pue dn :(g) sosse[d jo81e], 79 ‘e 90 Suex
dn puejg ‘umop 1§
OoN SOx a13uIg Juepuadopuy ‘any ‘repn “Ted ‘umop ot :(9) sossed ja8e], [ev] Te 10 Aqereyg
NS g+q[em T ‘ps T4yrem T ‘Sunjpem uosiad T
‘pue)s g+iIs g ‘puels [+I1s g ‘puess g+i1s [
‘pueys T+91s T ‘Sunys woszed 1/¢/g /T ‘Surpuess
ON SOX. a18urg Juepuadopuy uostod /¢ /g/1 ‘Ayduryg :(91) sossed jo81e], leg] Te 90 eyquO[USY
Aydwe ‘Suruung
ON ON a[3urg Juopuadepuy ‘Surpureys ‘Sunirs ‘Sunyrea :(g) sessepd 1981eY,  [6g] e 10 weIRpOUTRQ
Burxoq ‘Suraem ‘Surysnd ‘Surnprd ‘Suryyis
SO ON o[3urg Juopuadopuf ‘Buruuna ‘Surprey ‘Sunyrem :(g) sosse[d 1081e], [2€] Te 90 Suepy
Ayrenbour (&n1a1p0e (Anampoe
yjSus[-owly} . possaappe JULINDUO0D) reninjn
ejep Anpqerrea /e18utg)  /yuspusdapur)
ANA1pOy  Kj1Argoe-Ieguy, Adousammouo)) Ayrrenynn sse[d j08re], Elp)uhavs

("PIT00) BIITITY SIYY 09 SYION\ POJR[AY JO SISATRUY oAljeredwo)) pue AoaIg oarsusyalduio)) V :g 9[qe],



Human-to-Human Mutual Interaction Recognition

32

syoped gim

“Terny/syoped-gim
SOTY Tert} 00T “wred-1oofqus (T woyy wyep

‘Sururery Surmp

PaSTl TOTYRPI[RA-SSOID P[OJ- 198 159}
-uotjepies-gururet) 105 yds-vyep (0g:0g:
9T-0SPT punore ser o[y ypry
-dxg
*(se11a1O® ZT JO Mo Iato Aue Aq

POMO[[0] 9YR)S-APROIS ) JO DR 10 SAY (1)

(0€ ‘¢ ‘) = (PSN "XUN XIN)
oyped-gia 1od odeys feire 1)
“ISD ponfea xopdmod ‘seuuajue Xy ¢

09GT 0T UOTIRIUIWIFOS say Tewry Og1 “Ired-palqus T woly vyep (T-dxXy e ISSY ‘DHV ‘ostoN ‘dureysour], L OINY ST,
(mopurm oumy opureusp oty Jo
YIPIA 9]} SUIULIOOP 0} WIOJSURT)
Suenp-1eqIy Susn uorexe
dopate) oreIIRWISAg MI93YR ] Sururesy Supnp posn
VO ‘(Surony mrommying ssedmor) TUOTYRPI[RA-SSOID P[O] IOT = (98N XUN ‘XIN)
Suistoua(] ‘wororayxe oseyd pue apnjdury sordures ())0Lg [®101, ordures 1od adeys feire 150 1
(T ‘¢ 0g ‘00g) :10serRq YUsIg
(syuredprred ¢) sopdures (9. :yusis (T ‘€ 08 ‘00001) :30s€YRq Yop[Ted
(syuedoned ¢) sopdures 186 1 (T°¢ 08 ‘1) RYR(] WO0Y 2O
- (syredonaed 9) sopdures ¢¢ w00y 0O (XN Y¥UN DN ‘our) :oduys feire 150 14 1] e %0 nx
VOd 8uisn uoronpal Ayeuoisusuip
“UopyRAND POXY OJUI UOHRIUBWITOS
‘LA Swsn opnyrdure 150 pds jsey-urey Og:08 (0€ ‘¢ ‘€) = (PSN XUN XIN)
Suistousp ‘pesn sem opnjdure 1§ A[uO) syuedpnaed g woyy vivg ordures 1od odeys feire 150 1 Te 39 snoog
A1080900 10d (7T (00¢ ‘71T ‘g) = (syoxped
“Surssonoxdead oN 1§D Jo apnjrpdure = sordures 3893 ‘()¢ = sodures LI O8N XUN)
AUo 91} SPAIS [00) SOy oY, Furured) woUSo0aI 9IMYSOr) T e 90 Sueg
“PastL SPOT[}oUT UOTIRPI[RA-SSOID
PIOJ3 pue yiids gsoj-uteay 0g:0L o) qIog
“suostad XIs WOIj viR(]
eyep [§) Xorduwod 109718 ‘TI8-IS ‘S0PEY ‘TE6T-EM (0 ‘¢ ‘1) = (9SN ‘XUN XIN)
woy sopnjrpdure A[uo ayemorer) 688-%d ‘RTET-I'T 68) 12101, ordures 1od odeys feire 1) 1 e 90 Aqereys
SO IR, 10§ Sunds 0z:08
(021) s T + Srea 1 (00T) 91 T + rea T
(001) puess g + ns g “(001) puess [ + 1s g
RELCAL ] (021) puess g + 1 T *(00T) puess [ + 91s [
Jo Sunoyy ssed-mo[ oMY (wowo 00T) 118/puess woswod 7/¢/z
LLIRO(US (e Jo sopnjrdure (o OPT) rem/ys/pueys uostod
ISO 913 ofemoAe uoT) ‘BIep 18D (211) SHdwg (16 T ‘1) = (PSN XUN XIN)
xordwon woly sepujidure Auo ajemore)) “sordureg 222 1-TR107, ordures 1od odeys feire 150 1 e 19 RISy
(Lm@) Suistous( (Wowa 002) 000T-1BI0L - 1 ‘T& 90 weIRpOUTR(
wjep suosiod g WO pajsaT, SeUUOIUR JUSURL], ¢ 91}
TOTYRUTULINGSP ‘eyep s,uostod T v w0 pouredy, ¢ (09L)oq {[® 10] uaye) ST Avlre ong
BOIE DATJORR ANATR-O[SuUIS “(09L)ea “(09L)nd “(0rL)id “(069)1 (0 ‘¢ ‘1) = (9SN ‘XYN XIN)
(VDd “1oyy ssedmor) Suistoua(] IS0 ‘(0g8)n “(08p)ey ‘(0g8)eMm :09L5-Te10T, opdures 1od adeys Aeire 19D T [2€] e 90 Swepy
mWTHEMW saanjeay saanjesy
1s9) pue jasejep josejep
Suisseooadaad-ereq Sururexy # reuiSuiQ [eurSuio # o1y

("Pauod) SOIIY SIY) 0 SHIOA\ PoIRIAY JO SIsSA[euy oarjereduwio)) pue Aoaing oarsusypiduio)) V :§ o[qe],



33

Human-to-Human Mutual Interaction Recognition

(Sururen) ploj-o[aurs & wogy swjourered
pouTea] a1y SuIsn) SPUodDs G()

(Bupuresy proj oy [ woy swojourered pourea

oty Buwsn) spuooes cg o[y [ery tod duIy ISAL,

(g-dx) proy/siug-2 ‘(1-dxg1) ploj/sae -1 oug], Buureay,

NeIRIJUOYTOONPY :Futuny 9jel urarea]

P8R0 1T ‘€880 09H ‘L8Y'0 01 ‘E8]°0 0V
ared-goofqus (T sg-dxg

[opow Suruzes|-doop
uonROYISSe[D
sovos-ourry posiazodns

(18D jo aseyd

pue opnydure ‘[§SY ‘HHY ‘sioun
‘PIp-owyy wogy) 308 oanyeaj (17 podeys
99€ X 09GT JO UolRAI ‘Byep [SD) Jo
aseyd pue opuydure jo uogemO[Ed

21 omg preg CE6°0 T “LE6'0 DU TRE0 01 ‘LE60 0 Ppoanonys [euoKoUny “eyep [S)) JO UOISIAUOD Aelte (7 03 (I§
SX (poasn £89yenys Surddoys A[aes) gog :sypody Sururery, NYDIG-uonuay “UOTIR[NO[RD DOUDIDJIP-OUIl) QLY ST,
aseyd pue opnyidure a1} yjoq 10§
QPR6'0-L968°0 1 (4doxyue pue ‘woryEIARp M[OSqE
00 T-GERR'0 00y uerpout ‘so[nuadtad ‘uoreIAOp
oN - 16°0-06°0 01d ToIsse)) 18010, WOpUEY PIEpUR)S ‘ON[EA WNWIXEW ‘URow) SOMMGedy 7T [97] ssoueb-y
(LA-1quop[en(y) yromourely
GGOR'0 (T ‘FFLY 0 00V yusig postatodnsun Surireay
(posn ABoyexys Swddoys A[aeo) 090 :Td ‘LT0S°0 90V :gop[ed SATISEIIIOD WIBOTIS-[Enp
oN 0061 :yoody] Sururery, FOP60 (1 ‘FOF6°0 00V [WOOY 90YJ()  PIIURYUS UOITRULIOJUT [RNINY - [z1] ‘e % nx
uoryRmOME) 80|
aansE1I00 AdoTyua-55010)
omjeradwa], pazi[euLIoN JONSOH ‘9TDDA “PONXIIY
$9 o718 IR “mojreyg Sursn Sururenoxd LAILS Susn oeun
oN 00 :qpody Supurery, JONXO[Y WO} 89°() 01008 T4 OIDRUL J50g] 2ASLINI0D PosIAANSJ[og WeI01300ds MOTA-[IUL 0 UOISIOAUOL) [a7] T 30 stoog
sosut gz, oqdures tod oumy 1sa],
(DS4) w1 > {(§90) wnw (g :ou, Supureay, Burwres] J0ys-g SUSH £EES°) DOV BUIIRY] JOYS-80F £q POMO[[Of
8C1 071G YRy :(uoryeoyryuapt wewmyy o'1) sisfeue jren Sururea| posiarodns-jos
ON (DS 103) 00T (SSH 107) 00 syrody Sururey, Sururea] 101s-¢ SUISN TL68°() 00y [HONIUS00T 2IM)Sor) oLjew0as paseq-NND - [#¥] e 90 Suex
OFED'0 1SS0T “0L66°0 :DNV ‘96860 09U ‘€066'0 21d ‘6686'0-9Y NNO-NLST-NND
TIPO0 SO FL6G'0 2DV ‘€066°0 DU ‘60660 01 “G066°0 200V NND-NHD-NND
£010°0 50T “LL66°0 :DAV ‘T066°0 09 “FI66°0 01d ‘G066°0 99V TONURY-NYD-NNO
oN = 92000 S50 ‘0666°0 “ONV ‘EF66'0 PN ‘TI66°0 D1 ‘9V66°0 DIV NADNND - 7] e 10 Aqereng
(29¢8°0 :00Y) sossep 9T IV
(F9L8°0 00Y) puess pue y1s jo sadsy [re pue fdury
(F€16°0 00Y) A[uo y1s jo sad4y [re pue Lydug
oN - (6Pe6°0 00Y) A[uo puess Jo sadsy e pue Adurg o enuonbes NNO (T eyep poSesoae oy Jo T PAS-E  [cg] T8 30 eIqR[Usy
1 = sowout pe :Kydurg
(68°0 “06°0 ‘88°0) = (I ‘201 ‘oad) :puesg “ng
(68°0 ‘88°0 “06°0) = (T 001 ‘oxd) rumyy “Nrepy Ppow IWIST (stsdTeue joppaem jreef] ‘K81ouo Jo
(96°0 ‘66°0 “26°0) = (T4 ‘001 ‘01d) :puesg ‘g 103u00 Jo Louenboxy ‘(IS J) TOHIRIXD o1myedf (YD)
oN - (960 860 “66°0) = (1 ‘001 ‘oud) sumy “NeAy PPow WAS ToPONPeT AN[PUOISTOI(] GISSe INAS 10§ A[UO  [68] Tv 30 weawpourey
“(sndur se 308 omyesy oSewr) yusor LS woxy payjold
(dngos wuuoyue TeSUY[ 104) weaSoxoads woyy pue opnyydue g0 A[Uo woly
Ay1at3or /008 T°() 0wty 489, 66°0-G6°0 “Tel “00°T-€6°0 0N [euSis urewrop Aouonboyy pue sy YIoq
BN g 7 sy Suurery, 00°T-96°0 1d ‘§3°0-8L°0 99V [opout [eruonbos [ LST-NND 0 (L LS) WIOJSUeL], LMo, ouiL, 1104g [2€] 1o 90 Buepyy
padooasp [PPOW IOYISSB[D 9} 10J pasn
aremyjos seanjes) [euy pue saanjeay
mno oun, SOLIJOW BOURULIOID T epour pasodoig pojorIyXe A[renuey sy

("Pauod) SIOINIY ST} 0 SYIOA\ POJR[IY JO

sisATeuy oarjereduio)) pue AoAIng oalsuayaIduio)) y :g o[qel,



34 Human-to-Human Mutual Interaction Recognition

Additionally, it can improve classification accuracy by automatically incorpo-
rating (if *.h5 file found in the ‘cloverleaf’ folder of the software) unlimited
trained parameter files obtained from all k-fold training. The latter approach
is seen to take 35 seconds for the trained parameter files obtained through
4-fold training.

The recent literature has mainly focused on using the SIMO/SISO CSI
amplitude value as a feature from their datasets. However, this article took
seven features into account, including the phase angle of MIMO CSI data, CSI
amplitude value, WiF'i packet arrival time-difference, noise, AGC, and RSSI at
three receive antennas, obtained from the HAR dataset [32]. Unlike previous
studies, this research incorporated a large volume of data and worked on raw
data without any denoising (using lowpass Butterworth filtering or Discrete
Wavelet Transform i.e. DWT), dimensionality reduction (using Principle Com-
ponent Analysis, i.e. PCA) or feature extraction via signal processing (using
STFEF'T, Haart wavelet analysis, spectrogram, Power Spectral Density i.e. PSD,
etc.) techniques. Due to memory constraints provided by Google Colabora-
tory’s free plan, the study used data from only 10 subject pairs, while the
original dataset contained data from 40 subject pairs. The authors of this
study believe that not using a dimensionality reduction technique might have
resulted in a longer model training time. However, they also believe that this
approach preserved crucial information and accurately classified WiFi packets
during the concurrent activities’ transition period.

The proposed deep learning solution presented in this article demonstrated
significant and satisfactory performance in experiments 1 and 2 despite the
challenges of a LOS-faded MIMO WiFi-NIC radio link, mutuality, concur-
rency, inequal time-length, inter-activity variability, and memory constraints.
However, experiment 3 revealed the Domain-Shift Problem [82], which could
be addressed in future research through the use of Domain Adaptation
[83, 84] techniques and Self-supervised contrastive training followed by few-
shot learning strategies ([12], [44], [45]), as well as more sophisticated signal
pre-processing techniques and inclusion of CSI data for all 51 subcarriers.

7 Future Scope

This research work developed the mutual interaction recognition model based
on the dataset collected in a laboratory setting. Public deployment of such a
recognition model still requires to overcome enormous challenges to achieve
the pinnacle. One such obstacle is to explore and overcome the interclass pat-
tern similarity problem due to different interactions having almost similar
gesture-style. Another one is intraclass pattern variation due to dissimi-
lar height-weight-clothing-gesture style of different subject pairs involved
in mutual interaction. Sensitive environmental conditions such as weather,
noise, inter-device interference, occlusions due to indefinite indoor objects,
transmitter-receiver separation and location of the interaction occurrences
within the room also contribute a lot to the intraclass pattern variation in
real-world scenario.
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To reach the goal, more efficient pattern diversities might be discovered
in future via extraction of additional informative features through incorpo-
ration of advanced signal processing techniques. Simultaneous inclusion of
model-based approaches along with the deep learning approaches and inherit-
ing domain adaptation techniques can be a promising remedy to the changes
in the data distribution problem. Discovering alternative to network interface
card for CSI data acquisition containing information of all the 51 subcarriers
and calibrating the model with a large volume of training instances charac-
terized by wide-ranging environmental and fabricated factors are still a few
paramount areas of investigation that need to be unfolded. Another promising
successor of this proposed article can be indoor human-pair occupancy count-
ing. To get the ultimate implications of this study, future research work could
also address concurrent recognition of spontaneous (another interaction whilst
in the middle of a particular interaction, e.g. sudden kick while departing)
and multiple mutual interactions performed by any number of subject-pairs
present in the room or by more than two individuals in a group.

In this study, the Python Keras framework has been utilized which pro-
vides a built-in deep neural network optimizer library, specifically the Adam
optimizer, which has been shown to outperform [79] other available optimizer
functions. The modified Stochastic Gradient Descent based optimizer algo-
rithm, i.e., Adam optimizer, was used to optimize hyper-parameters, weights,
number of layers, number of neurons, learning rate, etc. for the proposed
Attention-BiGRU deep learning architecture. However, traditional iterative
forward and back propagation based gradient descent deep learning optimiza-
tion algorithms can be computationally burdensome for complex and large
datasets. These algorithms require the loss (also known as, cost) functions to
be continuous in order to compute the gradients and often struggle to reach
the global minimum and get stuck at the local minimum. Additionally, they
require a long training time for the optimization algorithm. In experiment-1
of this study, which consisted of data from a single subject-pair, the training
time required per fold out of the four-fold training sets was approximately 1-
1.5 hours. In experiment-2, which consisted of data from ten subject pairs,
the training time per-fold out of the four-fold training sets reached approxi-
mately 7-8 hours. Recent advancements in deep-learning model optimization
algorithms have aimed to address these problems associated with traditional
iterative back-propagation based gradient descent optimization algorithms.
Although there may be some drawbacks and challenges in applying custom-
built algorithms to deep-learning model optimization, biologically-inspired
methods known as Meta-Heuristics (MH) optimization have shown promise in
optimizing deep-learning architectures. Kaveh et al. [86], Elaziz et al. [87], and
Khan et al. [88] have extensively reviewed the latest developments in the use
of MH algorithms for optimizing deep-learning architectures in order to find
out the best combination of weights, no. of layers and nodes, learning param-
eters, other hyper-parameters, and activation function. In general, there are
four categories of MH algorithms, namely Evolutionary Algorithms, Swarm
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Intelligence, Natural Phenomena, and Human Inspiration, each of which com-
prises several subtypes. These different types and sub-types of MH algorithms
have been extensively discussed in the aforementioned review articles. Such
MH optimization algorithms have shown promising results in tackling com-
plex optimization problems with the ability to escape local minima and reach
the global minima in a shorter training period through using exploration and
exploitation techniques. These improve the model accuracy and speed up the
execution time, even when dealing with discontinuous loss (also known as,
cost) functions. While the present study utilized only the Adam optimizer,
future investigations should consider exploring custom-built MH optimizers as
discussed in the research articles by Kaveh et al. [86], Elaziz et al. [87], Khan
et al. [88] as well as the hybrid multi-MH technique such as Invasive Weed
Optimization integrated with Differential Evolutionary Model as proposed by
Movassagh et al. [89]. In addition, incorporation of Dynamic Programming
(DP) [90, 91, 92] with the proposed Attention-BiGRU deep learning architec-
ture may enhance optimization speed and improve model accuracy. Because,
DP divides the entire task into multiple sub-tasks and applies a bottom-up
solution approach to solve each sub-task while storing the result in memory
for later use. By doing so, DP finds solutions with fewer computations, saving
time.

In the context of developing an Internet of Things (IoT)-based smart city,
it is crucial to address three key aspects - heterogeneity, privacy preservation of
generated data, and provision of high-level services - due to the large number
of devices developed by multiple manufacturers, as emphasized by Gheisari et
al. [93]. The proposed software solution in the current study for the human to
human mutual interaction recognition ensures privacy of the indoor residents
as neither being intrusive nor obtrusive, as discussed in Section-1. However,
additional measures must be taken in future to protect data from third-party
breaches. In this study, the experimental analyses performed using a dataset
[32] for which a publicly available CSI tool [40] was used to collect WiFi channel
data from a three-antenna Intel 5300 NIC WiFi receiver mounted on a personal
computer, while a two-antenna WiFi access point (model: Sagemcom-2704)
developed by Sagemcom Broadband SAS was used as the WiFi transmitter.
The device configuration and experimental setup are shown in Figure-1. If
data were collected from a device developed by a different vendor or data were
collected from the same Sagemcom device with different device settings, the
heterogeneity problem described by Gheisari et al. [93] would arise, and the
proposed software solution for human activity recognition might not be con-
sistent. Additionally, since CSI extraction using a CSI extraction tool must
currently be done manually, steps should be taken to fully automate the sys-
tem, including csi extraction and feeding the extracted data to the proposed
software framework, through the development of smart IoT devices. More-
over, more data should be trained to provide high-level services for the device.
Finally, an ‘Ontology-Based Privacy-Preserving (OBPP)’ framework proposed
by Gheisari et al. [93] may be employed to address the three aforementioned
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challenges in the development of integrated smart IoT devices for WLAN based
human-to-human mutual interaction recognition.

8 Conclusion

This paper presents a WiFi-based deep learning solution for mutual concurrent
human-to-human interaction recognition in an indoor environment through
a MIMO communication link between a WiFi router and an Intel 5300 NIC
mounted in a computer. To improve the learning of the channel state varia-
tions due to mutual human activities, the phase angle of the CSI arrays has
been included in the analysis along with the CSI amplitude. WiF1i packet recep-
tion time interval, accumulated noise, received signal strength indicator, and
automatic gain control parameters have also been considered as feature sets in
order to attain robust information about the signal changes and received sig-
nal quality during performance of mutual human activities. We overcome the
complexities set by concurrent, very similar mutual activities performed dur-
ing unequal time lengths by employing Positional Embedding to weight data
by temporal position, and then employing Multi-Head Self-Attention to score
data samples based on their self-interrelation in multiple contexts. We use
Bi-directional Gated Recurrent Neural Network to learn time-series features
from CSI and received signal quality data, reducing computational complex-
ity with fewer gates and faster computation. The proposed Attention-BiGRU
deep learning functional architecture is set to classify thirteen mutual activi-
ties in three experiments. The experimental analysis reveals that the proposed
solution performs the best if it is trained and tested on a single subject pair.
The model still achieves a considerable time-series classification performance
if it is trained and tested on upto ten subject pairs, indicating that the sug-
gested model can endure a subtle amount of inter-activity variability. In fact,
it is possible to classify, save, and observe the temporal extent of mutual
interactions for a specific subject pair using the developed executable GUI
software. However, the proposed solution is yet to be capable enough to be
employed on untrained subject-pairs. The paper discusses ways to improve the
mutual interaction recognition architecture and notes that the method pre-
serves privacy as it doesn’t capture visual data. The cognitive ability of such
technology possesses significant potential for indoor monitoring, surveillance,
health monitoring, and assisted living.

9 Supplementary Materials

- All  Learning Curves and Confusion Matrices: supplemen-
tary_materials/sup1_All_Performance_Figures.pdf

- GUI Application Demonstration Video: supplemen-
tary_materials/sup2_H2HI_WiFi_GUI_App_Demo_Video.mp4

- GUI Application GitHub Repository: Link will be added to the published
version of the article.
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Appendix A MIMO-OFDM

With the advent of high-speed wireless local area network (WLAN) commu-
nication techniques, a multi-antenna system called Multiple Input Multiple
Output (MIMO) (Figure-Al(a)) has increased the throughput, spectral effi-
ciency, quality-of-service (QoS) as well as transmission range by means of signal
fading reduction after utilizing the Orthogonal Frequency Division Multiplex-
ing (OFDM) (Figure-Al(b)) transmission scheme along with IEEE 802.11n
amendment compared to IEEE 802.11a/b/g standards ensuring the use of 2.4
GHz carrier frequency band and 20 MHz (optional 40 MHz) channel band-
width which brought down the production cost and throughput maximized to
600 Mbps. [51]

Previously, for Frequency Division Multiplexing (FDM), the overall channel
bandwidth had to be equally divided for N subcarriers with addition of guard
interval between two subcarriers. But, the invention of calculation-efficient
Discrete Fast Fourier Transform (DFFT) using matrix-algebra, affordable
high-speed VLSI circuit design have geared up the development of OFDM
modulation scheme.

Analog baseband signal is converted to digital (with A/D converter)
followed by symbol creation via constellation mapper. The overall channel
bandwidth is divided into N (51 in this experiment, note that Intel NIC
can report only 30) non-overlapping subcarrier bandwidth in such a way
that subcarrier-spacing (A f= %) is minimum and respective signals are
orthogonal to each other. Then the symbols are modulated with particular
subcarrier frequency. After addition of cyclic prefix for taking care of Inter-
Symbol-Interference (IST) and other processing, the frequency domain signal
is converted to time domain analog signal using Inverse-FFT for radio wave
transmission generated by transmitter oscillator. Orthogonal property of the
subcarriers prevents the Inter-Carrier-Interference. Symbol rate for each sub-
carrier needs to be less so as to reduce aliasing and multipath propagation
effects but that is compensated by increased number of orthogonal subcarriers
which all in all increased the net transmission rate (throughput) via efficient
use of available channel spectrum. [55, 71, 94]



40 Human-to-Human Mutual Interaction Recognition

H-Matrix is retrieved
during Channel Estimation

WiFi Access Point

by by by

se+ | L L2 Mstee X anne [ M A L 2 777 v
Data—p| CE+ o
P - hiyhyr by 2
2R e
£
L
£ 3
o B
(o]
DeSc+ g
Data €— VDec + RSP g
DeP -

Network Interface Card
(NIC)

Sc = Scrambler, CE = Convolutional Encoder, P = Puncture, SP = Spatial Parser, TI = Tone Interleaver, M = Modulator, STBC = Space-Time-
Block-Coder, CD = Cyclic Delay, AnM = Antenna Mapper, IFFT = Inverse Fast Fourier Transform, G = Guard Interval, W = Windowing,
ARF = Analog Radio Frequency Signal, Tx = Transmit Antenna, Rx = Receive Antenna, GRe = Guard Interval Remover, ChE = Channel
Estimator, MDe = MIMO Detector, DeM = De-Modulator, TDel = Tone De-Interleaver, RSP = Reverse Spatial Parser, DeSc = De-Scrambler,
VDec = Viterbi Decoder, DeP = De-Puncture

(@

T

Subcarrier 1 with F1
ISymbol 1 x /\_/
+ Subcarrier 2 with F2
Symbol 2 x /\/\/
+ Subcarrier 3 with F.
Symbol 3 x M

Time Domain

Channel Bandwidth, F

F1 F2 F3

—————>
del F=1/T del F=1/T
Frequency Domain

(b)
Fig. Al: (a) Generalized block diagram of 2x3 MIMO-OFDM transmission
and reception structures according to IEEE 802.11n standard (b) OFDM
Intuition using three subcarriers




Human-to-Human Mutual Interaction Recognition 41

References

1]

[2]

[10]

[11]

[12]

Gowda SG, Shetty SM, Darshini MS, et al (2023) Analysis of human activ-
ity detection using machine learning approaches. SN Computer Science
4(2). https://doi.org/10.1007 /542979-022-01550-x

Saleem G, Bajwa UI, Raza RH (2022) Toward human activity recognition:
A survey. Neural Computing and Applications 35(5):4145-4182. https:
//doi.org/10.1007 /500521-022-07937-4

Kulsoom F, Narejo S, Mehmood Z, et al (2022) A review of machine
learning-based human activity recognition for diverse applications. Neu-
ral Computing and Applications 34(21):18289-18324. https://doi.org/10.
1007/s00521-022-07665-9

Gupta N, Gupta SK, Pathak RK, et al (2022) Human activity
recognition in artificial intelligence framework: A narrative review.
Artificial Intelligence Review 55(6):4755-4808. https://doi.org/10.1007/
s10462-021-10116-x

Islam MM, Nooruddin S, Karray F, et al (2022) Human activity recog-
nition using tools of convolutional neural networks: A state of the art
review, data sets, challenges, and future prospects. Computers in Biology
and Medicine 149:106060. https://doi.org/10.1016/j.compbiomed.2022.
106060

Beddiar DR, Nini B, Sabokrou M, et al (2020) Vision-based human
activity recognition: A survey. Multimedia Tools and Applications 79(41-
42):30509-30555. https://doi.org/10.1007/s11042-020-09004-3

Zhang S, Wei Z, Nie J, et al (2017) A review on human activity recognition
using vision-based method. Journal of Healthcare Engineering 2017:1-31.
https://doi.org/10.1155 /2017 /3090343

Ranasinghe S, Al Machot F, Mayr HC (2016) A review on applications of
activity recognition systems with regard to performance and evaluation.
International Journal of Distributed Sensor Networks 12(8). https://doi.
org/10.1177/1550147716665520

Golestani N, Moghaddam M (2020) Human activity recognition using
magnetic induction-based motion signals and deep recurrent neu-
ral networks. Nature Communications 11(1). https://doi.org/10.1038/
s41467-020-15086-2

Li J, Li Z, Tyson G, et al (2020) Your privilege gives your privacy away:
An analysis of a home security camera service. In: IEEE INFOCOM 2020
- IEEE Conference on Computer Communications, pp 387-396, https:
//doi.org/10.1109/INFOCOMA1043.2020.9155516

Li H, He Y, Sun L, et al (2016) Side-channel information leakage
of encrypted video stream in video surveillance systems. In: IEEE
INFOCOM 2016 - The 35th Annual IEEE International Conference on
Computer Communications, pp 1-9, https://doi.org/10.1109/INFOCOM.
2016.7524621

Xu K, Wang J, Zhang L, et al (2023) Dual-stream contrastive learning
for channel state information based human activity recognition. IEEE


https://doi.org/10.1007/s42979-022-01550-x
https://doi.org/10.1007/s00521-022-07937-4
https://doi.org/10.1007/s00521-022-07937-4
https://doi.org/10.1007/s00521-022-07665-9
https://doi.org/10.1007/s00521-022-07665-9
https://doi.org/10.1007/s10462-021-10116-x
https://doi.org/10.1007/s10462-021-10116-x
https://doi.org/10.1016/j.compbiomed.2022.106060
https://doi.org/10.1016/j.compbiomed.2022.106060
https://doi.org/10.1007/s11042-020-09004-3
https://doi.org/10.1155/2017/3090343
https://doi.org/10.1177/1550147716665520
https://doi.org/10.1177/1550147716665520
https://doi.org/10.1038/s41467-020-15086-2
https://doi.org/10.1038/s41467-020-15086-2
https://doi.org/10.1109/INFOCOM41043.2020.9155516
https://doi.org/10.1109/INFOCOM41043.2020.9155516
https://doi.org/10.1109/INFOCOM.2016.7524621
https://doi.org/10.1109/INFOCOM.2016.7524621

42

[15]

[16]

(18]

[19]

[20]

21]

22]

Human-to-Human Mutual Interaction Recognition

Journal of Biomedical and Health Informatics 27:329-338. https://doi.
org/10.1109/JBHI.2022.3219640

McCaldin D, Wang K, Schreier G, et al (2016) Unintended consequences
of wearable sensor use in healthcare. Yearbook of Medical Informatics
25(01):73-86. https://doi.org/10.15265 /iy-2016-025

Ding W, Guo X, Wang G (2021) Radar-based human activity recognition
using hybrid neural network model with multidomain fusion. IEEE Trans-
actions on Aerospace and Electronic Systems 57(5):2889-2898. https:
//doi.org/10.1109/TAES.2021.3068436

Noori FM, Uddin MZ, Torresen J (2021) Ultra-wideband radar-based
activity recognition using deep learning. IEEE Access 9:138132-138143.
https://doi.org/10.1109/ACCESS.2021.3117667

Ghosh A, Sanyal A, Chakraborty A, et al (2017) On automatizing recog-
nition of multiple human activities using ultrasonic sensor grid. In: 2017
9th International Conference on Communication Systems and Networks
(COMSNETS), pp 488-491, https://doi.org/10.1109/COMSNETS.2017.
7945440

Damodaran N, Schéfer J (2019) Device free human activity recog-
nition using wifi channel state information. In: 2019 IEEE Smart-
World, Ubiquitous Intelligence Computing, Advanced Trusted Comput-
ing, Scalable Computing Communications, Cloud Big Data Computing,
Internet of People and Smart City Innovation (SmartWorld/SCAL-
COM/UIC/ATC/CBDCom/IOP/SCI), pp 1069-1074, https://doi.org/
10.1109/SmartWorld-UIC-ATC-SCALCOM-IOP-SCI.2019.00205

Yang J, Xu'Y, Cao H, et al (2022) Deep learning and transfer learning for
device-free human activity recognition: A survey. Journal of Automation
and Intelligence 1(1):100007. https://doi.org/10.1016/j.jai.2022.100007
Liu R, Ramli AA, Zhang H, et al (2022) An overview of human
activity recognition using wearable sensors: Healthcare and artificial intel-
ligence. Internet of Things — ICIOT 2021 p 1-14. https://doi.org/10.1007/
978-3-030-96068-1_1

Ye Q, Zhong H, Qu C, et al (2020) Human interaction recognition based
on whole-individual detection. Sensors 20(8). https://doi.org/10.3390/
$20082346, URL https://www.mdpi.com/1424-8220/20/8 /2346

Ahmed MU, Kim YH, Kim JW, et al (2019) Two person interaction recog-
nition based on effective hybrid learning. KSII Transactions on Internet
and Information Systems 13(2). https://doi.org/10.3837/tiis.2019.02.015
Stergiou A, Poppe R (2019) Analyzing human-human interactions: A
survey. Computer Vision and Image Understanding 188:102799. https://
doi.org/https://doi.org/10.1016/j.cviu.2019.102799, URL https://www.
sciencedirect.com/science/article/pii/S1077314219301158

Liu H, Yang R, Yang Y, et al (2020) Human—human interaction recogni-
tion based on ultra-wideband radar. Signal, Image and Video Processing
14(6):1181-1188. https://doi.org/10.1007/s11760-020-01658-8


https://doi.org/10.1109/JBHI.2022.3219640
https://doi.org/10.1109/JBHI.2022.3219640
https://doi.org/10.15265/iy-2016-025
https://doi.org/10.1109/TAES.2021.3068436
https://doi.org/10.1109/TAES.2021.3068436
https://doi.org/10.1109/ACCESS.2021.3117667
https://doi.org/10.1109/COMSNETS.2017.7945440
https://doi.org/10.1109/COMSNETS.2017.7945440
https://doi.org/10.1109/SmartWorld-UIC-ATC-SCALCOM-IOP-SCI.2019.00205
https://doi.org/10.1109/SmartWorld-UIC-ATC-SCALCOM-IOP-SCI.2019.00205
https://doi.org/10.1016/j.jai.2022.100007
https://doi.org/10.1007/978-3-030-96068-1_1
https://doi.org/10.1007/978-3-030-96068-1_1
https://doi.org/10.3390/s20082346
https://doi.org/10.3390/s20082346
https://www.mdpi.com/1424-8220/20/8/2346
https://doi.org/10.3837/tiis.2019.02.015
https://doi.org/https://doi.org/10.1016/j.cviu.2019.102799
https://doi.org/https://doi.org/10.1016/j.cviu.2019.102799
https://www.sciencedirect.com/science/article/pii/S1077314219301158
https://www.sciencedirect.com/science/article/pii/S1077314219301158
https://doi.org/10.1007/s11760-020-01658-8

24]

[25]

27]

(28]

Human-to-Human Mutual Interaction Recognition 43

Finkelhor D, Ormrod R (2001) Crimes against children by babysit-
ters. Juvenile Justice Bulletin NCJ198102:1-7. https://doi.org/10.1037/
€317992004-001, URL https://scholars.unh.edu/ccrc/9/

Gerard A, McGrath A, Colvin E, et al (2018) ‘’’'m not getting out of
bed!” the criminalisation of young people in residential care. Australian
& New Zealand Journal of Criminology 52(1):76-93. https://doi.org/10.
1177/0004865818778739

Hemphill SA, Smith R, Toumbourou JW, et al (2009) Modifiable determi-
nants of youth violence in australia and the united states: A longitudinal
study. Australian & New Zealand Journal of Criminology 42(3):289-309.
https://doi.org/10.1375/acri.42.3.289

Cristébal S, Boettcher ML (2018) Critical perspectives on hazing in col-
leges and universities: A guide to disrupting hazing culture, 1st edn.
Routledge, URL https://doi.org/10.4324/9781315177311

Allan EJ, Madden M (2012) The nature and extent of college student
hazing. International Journal of Adolescent Medicine and Health 24(1).
https://doi.org/10.1515/ijamh.2012.012

Campo S, Poulos G, Sipple JW (2005) Prevalence and profiling: Hazing
among college students and points of intervention. American Journal of
Health Behavior 29(2):137-149. https://doi.org/10.5993/ajhb.29.2.5
Kozicki M, Hoenig S, Robinson P (1991) Personnel and contamination,
Springer, p 211-251. https://doi.org/10.1007/978-94-011-7950-8_11
Alavi-Moghadam S, Sarvari M, Goodarzi P, et al (2020) The Importance
of Cleanroom Facility in Manufacturing Biomedical Products, Springer,
p 69-79. https://doi.org/10.1007/978-3-030-35626-2_7

Alazrai R, Awad A, Alsaify B, et al (2020) A dataset for wi-fi-based
human-to-human interaction recognition. Data in Brief 31:105668. https:
//doi.org/10.1016/j.dib.2020.105668

Willman J (2020) Overview of pyqts. Modern PyQt p 1-42. https://doi.
org/10.1007/978-1-4842-6603-8_1

Thariqg Ahmed HF, Ahmad H, C.V. A (2020) Device free human gesture
recognition using wi-fi csi: A survey. Engineering Applications of Artificial
Intelligence 87:103281. https://doi.org/10.1016/j.engappai.2019.103281
Ashleibta AM, Taha A, Khan MA, et al (2021) 5g-enabled contactless
multi-user presence and activity detection for independent assisted living.
Scientific Reports 11(1). https://doi.org/10.1038/s41598-021-96689-7
Wang Z, Huang Z, Zhang C, et al (2021) Csi-based human sensing using
model-based approaches: A survey. Journal of Computational Design and
Engineering 8(2):510-523. https://doi.org/10.1093/jcde/qwab003

Wang F, Gong W, Liu J (2019) On spatial diversity in wifi-based human
activity recognition: A deep learning-based approach. IEEE Internet
of Things Journal 6(2):2035-2047. https://doi.org/10.1109/JI0T.2018.
2871445

Wang F, Gong W, Liu J, et al (2020) Channel selective activity recogni-
tion with wifi: A deep learning approach exploring wideband information.


https://doi.org/10.1037/e317992004-001
https://doi.org/10.1037/e317992004-001
https://scholars.unh.edu/ccrc/9/
https://doi.org/10.1177/0004865818778739
https://doi.org/10.1177/0004865818778739
https://doi.org/10.1375/acri.42.3.289
https://doi.org/10.4324/9781315177311
https://doi.org/10.1515/ijamh.2012.012
https://doi.org/10.5993/ajhb.29.2.5
https://doi.org/10.1007/978-94-011-7950-8_11
https://doi.org/10.1007/978-3-030-35626-2_7
https://doi.org/10.1016/j.dib.2020.105668
https://doi.org/10.1016/j.dib.2020.105668
https://doi.org/10.1007/978-1-4842-6603-8_1
https://doi.org/10.1007/978-1-4842-6603-8_1
https://doi.org/10.1016/j.engappai.2019.103281
https://doi.org/10.1038/s41598-021-96689-7
https://doi.org/10.1093/jcde/qwab003
https://doi.org/10.1109/JIOT.2018.2871445
https://doi.org/10.1109/JIOT.2018.2871445

44

[44]

[45]

[46]

(47]

(48]

Human-to-Human Mutual Interaction Recognition

IEEE Transactions on Network Science and Engineering 7(1):181-192.
https://doi.org/10.1109/TNSE.2018.2825144

Damodaran N, Haruni E, Kokhkharova M, et al (2020) Device free human
activity and fall recognition using wifi channel state information (csi).
CCF Transactions on Pervasive Computing and Interaction 2(1):1-17.
https://doi.org/10.1007/s42486-020-00027-1

Halperin D, Hu W, Sheth A, et al (2011) Tool release: Gathering 802.11n
traces with channel state information. ACM SIGCOMM Computer
Communication Review 41(1):53-53. https://doi.org/10.1145/1925861.
1925870

Ettus M, Braun M (2015) The universal software radio peripheral (usrp)
family of low-cost sdrs. Opportunistic Spectrum Sharing and White Space
Access p pp. 3-23. https://doi.org/10.1002/9781119057246.ch1

Serkin F, Vazhenin N (2013) Usrp platform for communication systems
research. In: 2013 15th International Conference on Transparent Opti-
cal Networks (ICTON), pp 1-4, https://doi.org/10.1109/ICTON.2013.
6602738

Shalaby E, ElShennawy N, Sarhan A (2022) Utilizing deep learning mod-
els in csi-based human activity recognition. Neural Computing and Appli-
cations 34(8):5993-6010. https://doi.org/10.1007/300521-021-06787-w
Yang J, Chen X, Zou H, et al (2022) Autofi: Towards automatic wifi
human sensing via geometric self-supervised learning. IEEE Internet of
Things Journal pp 1-1. https://doi.org/10.1109/JI0T.2022.3228820
Bocus MJ, Lau HS, McConville R, et al (2022) Self-supervised wifi-
based activity recognition. IEEE, pp 552-557, https://doi.org/10.1109/
GCWkshpsb6602.2022.10008537

Al-qaness MAA (2019) Device-free human micro-activity recognition
method using wifi signals. Geo-spatial Information Science 22:128-137.
https://doi.org/10.1080/10095020.2019.1612600

LiC,He Y, LiX, et al (2019) Bigru network for human activity recognition
in high resolution range profile. In: 2019 International Radar Conference
(RADAR), pp 1-5, https://doi.org/10.1109/RADAR41533.2019.171259
Liu X, You J, Wu Y, et al (2020) Attention-based bidirec-
tional gru networks for efficient https traffic classification. Infor-
mation Sciences 541:297-315. https://doi.org/https://doi.org/10.1016/j.
ins.2020.05.035, URL https://www.sciencedirect.com/science/article/pii/
S002002552030445X

Chen JX, Jiang DM, Zhang YN (2019) A hierarchical bidirectional gru
model with attention for eeg-based emotion classification. IEEE Access
7:118530-118540. https://doi.org/10.1109/ACCESS.2019.2936817

Sheng L (2020) Application of attention-based gru combined with cnn
classification on p300 signals. In: 2020 5th International Conference on
Smart Grid and Electrical Automation (ICSGEA), pp 182-185, https:
//doi.org/10.1109/ICSGEA51094.2020.00046


https://doi.org/10.1109/TNSE.2018.2825144
https://doi.org/10.1007/s42486-020-00027-1
https://doi.org/10.1145/1925861.1925870
https://doi.org/10.1145/1925861.1925870
https://doi.org/10.1002/9781119057246.ch1
https://doi.org/10.1109/ICTON.2013.6602738
https://doi.org/10.1109/ICTON.2013.6602738
https://doi.org/10.1007/s00521-021-06787-w
https://doi.org/10.1109/JIOT.2022.3228820
https://doi.org/10.1109/GCWkshps56602.2022.10008537
https://doi.org/10.1109/GCWkshps56602.2022.10008537
https://doi.org/10.1080/10095020.2019.1612600
https://doi.org/10.1109/RADAR41533.2019.171259
https://doi.org/https://doi.org/10.1016/j.ins.2020.05.035
https://doi.org/https://doi.org/10.1016/j.ins.2020.05.035
https://www.sciencedirect.com/science/article/pii/S002002552030445X
https://www.sciencedirect.com/science/article/pii/S002002552030445X
https://doi.org/10.1109/ACCESS.2019.2936817
https://doi.org/10.1109/ICSGEA51094.2020.00046
https://doi.org/10.1109/ICSGEA51094.2020.00046

[51]

[52]
[53]

[54]

[55]

[60]

[61]

(62]

Human-to-Human Mutual Interaction Recognition 45

Paul T, Ogunfunmi T (2008) Wireless lan comes of age: Understand-
ing the ieee 802.11n amendment. IEEE Circuits and Systems Magazine
8(1):28-54. https://doi.org/10.1109/mcas.2008.915504

Rappaport TS (2002) Wireless Communications: Principles and practice,
Prentice Hall PTR, chap 3, 4, p 69-192

Wong KD (2012) Fundamentals of Wireless Communication Engineering
Technologies, John Wiley & Sons, chap 5: Propagation, p 125-154

Stein JC (1998) Indoor radio wlan performance part ii : Range perfor-
mance in a dense office environment. In: Intersil Corporation, 2401 Palm
Bay, Florida 32905

SHANKAR PM (2017) Fading and shadowing in wireless systems, 2nd
edn., Springer International Publishing AG, chap 3.8 Orthogonal Fre-
quency Division Multiplexing, 4.3.1 Rayleigh Fading, 4.3.2 Rician Fading,
pp 263, 303-267, 312

Weisstein, W. E (2021) Modified bessel function of the first kind. URL
https://mathworld.wolfram.com/Modified BesselFunctionoftheFirstKind.
html

Abramowitz M, Stegun IA (1972) Handbook of Mathematical Func-
tions with formulas, graphs, and mathematical tables, 9th edn., Dover
Publications, chap Section-9.6: Modified Bessel Functions, p 374-377
Andjamba TS, Zodi GAL, Jat DS (2016) Interference analysis of ieee
802.11 wireless networks: A case study of namibia university of science and
technology. In: 2016 International Conference on ICT in Business Industry
Government (ICTBIG), pp 1-5, https://doi.org/10.1109/ICTBIG.2016.
7892726

Liu J, Aoki T, Li Z, et al (2020) Throughput analysis of ieee 802.11
wlans with inter-network interference. Applied Sciences 10(6). https://
doi.org/10.3390/app10062192, URL https://www.mdpi.com/2076-3417/
10/6/2192

WAN Y, SANADA K, KOMURO N, et al (2016) Throughput anal-
ysis of wlans in saturation and non-saturation heterogeneous condi-
tions with airtime concept. IEICE Transactions on Communications
E99.B(11):2289-2296. https://doi.org/10.1587/transcom.2016NEP0010
Chandaliya P, Dhakate N, Lokhande U, et al (2012) Interference analysis
of ieee 802.11n. In: 2012 International Conference on Communication,
Information Computing Technology (ICCICT), pp 1-6, https://doi.org/
10.1109/ICCICT.2012.6398169

Natarajan R, Zand P, Nabi M (2016) Analysis of coexistence between ieee
802.15. 4, ble and ieee 802.11 in the 2.4 ghz ism band. In: IECON 2016 -
42nd Annual Conference of the IEEE Industrial Electronics Society, 24-27
October 2016, Firenze, Italy. Institute of Electrical and Electronics Engi-
neers, United States, pp 6025-6032, https://doi.org/10.1109/IECON.
2016.7793984, URL http://www.iecon2016.org/?jjj=1483537444731, http:
//www.iecon2016.org/, 42nd Annual Conference of the IEEE Indus-
trial Electronics Society (IECON 2016), IECON 2016 ; Conference date:


https://doi.org/10.1109/mcas.2008.915504
https://mathworld.wolfram.com/ModifiedBesselFunctionoftheFirstKind.html
https://mathworld.wolfram.com/ModifiedBesselFunctionoftheFirstKind.html
https://doi.org/10.1109/ICTBIG.2016.7892726
https://doi.org/10.1109/ICTBIG.2016.7892726
https://doi.org/10.3390/app10062192
https://doi.org/10.3390/app10062192
https://www.mdpi.com/2076-3417/10/6/2192
https://www.mdpi.com/2076-3417/10/6/2192
https://doi.org/10.1587/transcom.2016NEP0010
https://doi.org/10.1109/ICCICT.2012.6398169
https://doi.org/10.1109/ICCICT.2012.6398169
https://doi.org/10.1109/IECON.2016.7793984
https://doi.org/10.1109/IECON.2016.7793984
http://www.iecon2016.org/?jjj=1483537444731, http://www.iecon2016.org/
http://www.iecon2016.org/?jjj=1483537444731, http://www.iecon2016.org/

46

[71]

[72]

Human-to-Human Mutual Interaction Recognition

24-10-2016 Through 27-10-2016

Sarkar NI, Mussa O, Gul S (2021) Impact of people’s movement on wi-fi
link throughput in indoor propagation environments: An empirical study.
Electronics 10(7):856. https://doi.org/10.3390/electronics10070856

Wu RH, Lee YH, Tseng HW, et al (2008) Study of characteristics of rssi
signal. In: 2008 IEEE International Conference on Industrial Technology,
pp 1-3, https://doi.org/10.1109/ICIT.2008.4608603

Byrne D, Kozlowski M, Santos-Rodriguez R, et al (2018) Residential
wearable rssi and accelerometer measurements with detailed location
annotations. Scientific Data 5(1). https://doi.org/10.1038/sdata.2018.168
Rosu I (2015) Automatic gain control (agc) in receivers. URL https://
www.qgsl.net /va3iul/Files/ Automatic_Gain_Control.pdf

LiY, Yang L, Yu L, et al (2020) Digital agc circuit design based on fpga.
Journal of Physics: Conference Series 1654(1):012030. https://doi.org/10.
1088/1742-6596,/1654,/1/012030

Kang H, No JS (2017) Automatic gain control in high adjacent channel
interference for ofdm systems. In: 2017 23rd Asia-Pacific Conference on
Communications (APCC), pp 1-4, https://doi.org/10.23919/APCC.2017.
8303964

Sure P, Bhuma CM (2017) A survey on ofdm channel estimation tech-
niques based on denoising strategies. Engineering Science and Technology,
an International Journal 20(2):629-636. https://doi.org/10.1016/j.jestch.
2016.09.011

Kaur H, Khosla M, Sarin R (2018) Channel estimation in mimo-ofdm
system: A review. In: 2018 Second International Conference on Electron-
ics, Communication and Aerospace Technology (ICECA), pp 974-980,
https://doi.org/10.1109/ICECA.2018.8474747

Iserte AP, Angel Lagunas Herndndez Miguel, Ana IPN (2005) Channel
state information and joint transmitter-receiver design in multi-antenna
systems. PhD thesis, Universitat Politecnica de Catalunya

Gao J, Ozdural O, Ardalan S, et al (2006) Performance model-
ing of mimo ofdm systems via channel analysis. IEEE Transactions
on Wireless Communications 5(9):2358-2362. https://doi.org/10.1109/
TWC.2006.1687758

Pedregosa F, Varoquaux G, Gramfort A, et al (2011) Scikit-learn: Machine
learning in Python. Journal of Machine Learning Research 12:2825-2830
CyberZHG (2020) Cyberzhg/keras-pos-embd: Position embedding layers
in keras. URL https://github.com/CyberZHG /keras-pos-embd

Cho K, van Merrienboer B, Bahdanau D, et al (2014) On the properties
of neural machine translation: Encoder-decoder approaches. 1409.1259
Shen G, Tan Q, Zhang H, et al (2018) Deep learning with gated recur-
rent unit networks for financial sequence predictions. Procedia Computer
Science 131:895-903. https://doi.org/10.1016/j.procs.2018.04.298
Schuster M, Paliwal K (1997) Bidirectional recurrent neural networks.
IEEE Transactions on Signal Processing 45(11):2673-2681. https://doi.


https://doi.org/10.3390/electronics10070856
https://doi.org/10.1109/ICIT.2008.4608603
https://doi.org/10.1038/sdata.2018.168
https://www.qsl.net/va3iul/Files/Automatic_Gain_Control.pdf
https://www.qsl.net/va3iul/Files/Automatic_Gain_Control.pdf
https://doi.org/10.1088/1742-6596/1654/1/012030
https://doi.org/10.1088/1742-6596/1654/1/012030
https://doi.org/10.23919/APCC.2017.8303964
https://doi.org/10.23919/APCC.2017.8303964
https://doi.org/10.1016/j.jestch.2016.09.011
https://doi.org/10.1016/j.jestch.2016.09.011
https://doi.org/10.1109/ICECA.2018.8474747
https://doi.org/10.1109/TWC.2006.1687758
https://doi.org/10.1109/TWC.2006.1687758
https://github.com/CyberZHG/keras-pos-embd
1409.1259
https://doi.org/10.1016/j.procs.2018.04.298
https://doi.org/10.1109/78.650093
https://doi.org/10.1109/78.650093

(78]

Human-to-Human Mutual Interaction Recognition 47

org/10.1109/78.650093

Vaswani A, Shazeer N, Parmar N, et al (2017) Attention is all
you need. In: Guyon I, Luxburg UV, Bengio S, et al (eds)
Advances in Neural Information Processing Systems, vol 30. Curran
Associates, Inc., URL https://proceedings.neurips.cc/paper/2017/file/
3f5ee243547dee91fbd053clcda845aa-Paper.pdf

Hassan E, Shams MY, Hikal NA, et al (2022) The effect of choosing
optimizer algorithms to improve computer vision tasks: A compara-
tive study. Multimedia Tools and Applications https://doi.org/10.1007/
$11042-022-13820-0

Kingma DP, Ba J (2014) Adam: A method for stochastic optimiza-
tion. https://doi.org/10.48550/ARXIV.1412.6980, URL https://arxiv.
org/abs/1412.6980

Ajagekar A (2021) Adam optimizer. URL https://optimization.cbe.
cornell.edu/index.php?title=Adam

Ben-David S, Blitzer J, Crammer K, et al (2009) A theory of learning
from different domains. Machine Learning 79(1-2):151-175. https://doi.
org/10.1007/s10994-009-5152-4

Habrard A, Younes B, Morvant E, et al (2019) Advances in domain
adaptation theory, 1st edn., Elsevier, chap 1-9, pp 1-208

Redko I, Morvant E, Habrard A, et al (2020) A survey on domain
adaptation theory: learning bounds and theoretical guarantees. 2004.
11829

Xie Y, Li Z, Li M (2015) Precise power delay profiling with commodity
wifi. ACM, pp 53-64, https://doi.org/10.1145/2789168.2790124

Kaveh M, Mesgari MS (2022) Application of meta-heuristic algorithms
for training neural networks and deep learning architectures: A com-
prehensive review. Neural Processing Letters https://doi.org/10.1007/
$11063-022-11055-6

Abd Elaziz M, Dahou A, Abualigah L, et al (2021) Advanced metaheuris-
tic optimization techniques in applications of deep neural networks: A
review. Neural Computing and Applications 33(21):14079-14099. https:
//doi.org/10.1007/s00521-021-05960-5

Khan MS, Jabeen F, Ghouzali S, et al (2021) Metaheuristic algorithms in
optimizing deep neural network model for software effort estimation. IEEE
Access 9:60309-60327. https://doi.org/10.1109/access.2021.3072380
Movassagh AA, Alzubi JA, Gheisari M, et al (2021) Artificial neu-
ral networks training algorithm integrating invasive weed optimization
with differential evolutionary model. Journal of Ambient Intelligence and
Humanized Computing https://doi.org/10.1007/s12652-020-02623-6

Xu S, Panwar SS, Kodialam M, et al (2020) Deep neural network approxi-
mated dynamic programming for combinatorial optimization. Proceedings
of the AAAT Conference on Artificial Intelligence 34(02):1684-1691. https:
//doi.org/10.1609/aaai.v34i02.5531


https://doi.org/10.1109/78.650093
https://doi.org/10.1109/78.650093
https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://doi.org/10.1007/s11042-022-13820-0
https://doi.org/10.1007/s11042-022-13820-0
https://doi.org/10.48550/ARXIV.1412.6980
https://arxiv.org/abs/1412.6980
https://arxiv.org/abs/1412.6980
https://optimization.cbe.cornell.edu/index.php?title=Adam
https://optimization.cbe.cornell.edu/index.php?title=Adam
https://doi.org/10.1007/s10994-009-5152-4
https://doi.org/10.1007/s10994-009-5152-4
2004.11829
2004.11829
https://doi.org/10.1145/2789168.2790124
https://doi.org/10.1007/s11063-022-11055-6
https://doi.org/10.1007/s11063-022-11055-6
https://doi.org/10.1007/s00521-021-05960-5
https://doi.org/10.1007/s00521-021-05960-5
https://doi.org/10.1109/access.2021.3072380
https://doi.org/10.1007/s12652-020-02623-6
https://doi.org/10.1609/aaai.v34i02.5531
https://doi.org/10.1609/aaai.v34i02.5531

48

91]

Human-to-Human Mutual Interaction Recognition

Wu N, Wang H (2018) Deep learning adaptive dynamic programming for
real time energy management and control strategy of micro-grid. Journal
of Cleaner Production 204:1169-1177. https://doi.org/10.1016/j.jclepro.
2018.09.052

Alzubi OA, Alzubi JA, Alweshah M, et al (2020) An optimal pruning
algorithm of classifier ensembles: Dynamic programming approach. Neu-
ral Computing and Applications 32(20):16091-16107. https://doi.org/10.
1007/s00521-020-04761-6

Gheisari M, Najafabadi HE, Alzubi JA, et al (2021) Obpp: An
ontology-based framework for privacy-preserving in iot-based smart city.
Future Generation Computer Systems 123:1-13. https://doi.org/10.1016/
j-future.2021.01.028

Hanzo L, Akhtman YJ, Wang L (2011) MIMO-OFDM for LTE, Wi-Fi
and WiMAX: Coherent versus non-coherent and cooperative turbo-
transceivers, Wiley, chap Chapter-1: Introduction to OFDM and MIMO-
OFDM, Section-7.8: Channel Estimation for MIMO-OFDM, pp 1, 233-33,
244


https://doi.org/10.1016/j.jclepro.2018.09.052
https://doi.org/10.1016/j.jclepro.2018.09.052
https://doi.org/10.1007/s00521-020-04761-6
https://doi.org/10.1007/s00521-020-04761-6
https://doi.org/10.1016/j.future.2021.01.028
https://doi.org/10.1016/j.future.2021.01.028

	Introduction
	Literature Review
	Dataset Description
	Description of the Dataset's Feature Variables
	Signal Fading and Noise
	Packet Arrival Time Difference
	Received Signal Strength Indicator (RSSI)
	Automatic Gain Control (AGC)
	Channel State Information (CSI)

	Methodology and Framework
	Data Pre-processing
	Attention-BiGRU Model Design, Training and Test
	Positional Embedding
	Bidirectional Gated Recurrent Unit (BiGRU)
	Multi-Head Self Attention
	Skip Connection
	Dense Layer
	Dropout Layer
	Adaptive Moment Estimation (Adam) Optimizer
	Custom Test Prediction Smoother

	Executable Graphical User Interface Software Design

	Result and Discussion
	Future Scope
	Conclusion
	Supplementary Materials
	Author Statements
	Research Funding
	Declaration of Competing Interest
	Data Availability Statement
	MIMO-OFDM

