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Abstract The extent to which game play is experienced

as engaging is an important criterion for the playability of

video games. This study investigates how video games can

be designed towards increased levels of experienced

engagement over time. For this purpose, two experiments

were conducted in which a total of 35 participants repeat-

edly played a video game. Results indicate that

experienced engagement is based on the extent to which

the game provides rich experiences as well as by the extent

to which the game provides a sense of control. In view of

the influence of both game features and players’ expertise

on the levels of experienced richness and control, it is

concluded that game features should be modified over time

to maintain optimal levels of engagement.

1 Introduction

Knowledge about engagement as a key element in gaming

is of increasing interest since ‘‘…over the last three dec-

ades, gaming has gradually become one of the main

entertainment media, comparable in revenue, customers

and employees to the film and music industries…’’ (Kir-

riemuir 2002). Engagement is considered a good indicator

of game playability (Douglas and Hargadon 2001; Järvinen

et al. 2002; Lindley 2004). However, to support the design

of engaging video games, more knowledge is needed of the

constituents of the experience of engagement and on the

game features that promote it. Further, the use of formal

models in the design and evaluation of video games is

considered increasingly important (Grünvogel 2005;

Klabbers 2006). Models are able to make explicit the

success factors across a variety of games as well as players’

subjective experiences that are important in play. Models

may be useful since general guidelines can be developed

supporting game design, but can be used as ‘user models’

embedded within game intelligence (Bradshaw 1997;

Keyson 2008). Based on such models, games may auton-

omously transform themselves in order to maintain optimal

levels of game play.

Engagement is a widely used concept that is difficult to

grasp because of the many different meanings attributed to

it (Hornbæk 2006). In the literature on interaction design,

engagement is described as an exciting and enjoyable state

of mind in which attention is willingly given and held

(Malone 1981; Laurel 1991; Webster et al. 1993; Jacques

et al. 1995; Chapman et al. 1999), and was also specifically

discussed in relation to web applications (Chen et al. 1999;

Novak et al. 2000) and interactive training simulations

(Garris et al. 2002). In studies on well-being, engagement

has also been described as an optimal state of mind, called
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Flow, in which people report experiencing a sense of

enjoyment, losing the sense of self and time, and experi-

encing effortlessness in the development of skills

(Csikszentmihalyi 1990; Ellis et al. 1994). A common

factor in these views on engagement is that engaging

activities are intrinsically motivating, i.e., the activity is

performed for the rewards experienced in optimal human

functioning and development (Rogers 1951; Maslow 1970;

Deci and Ryan 2000).

In the present article, the focus is on creating engage-

ment in games by taking into account the experienced

richness of the game and the extent to which players feel in

control of the game (van Reekum et al. 2004). While

experienced richness captures the complexities experi-

enced during interaction (Fiske and Maddi 1961),

experienced control captures the extent to which goals can

be attained (Skinner 1996; Ajzen 2002). Richness promotes

engagement because of the association of richness with the

excitement experienced when perceiving potentials to

develop human faculties, thereby enticing players into play

(Webster and Ho 1997). Control promotes engagement

because of the association of control with the confidence

experienced when these potentials are actualized (White

1959; Hedman and Sharafi 2004). For engagement, both

richness and control need to be optimized; a lack of either

richness or control results in decreased levels of boredom

or anxiety, respectively. This approach is therefore similar

to the Flow construct, with the difference that richness and

control are somewhat broader definitions compared with

challenge and skill (Fiske and Maddi 1961; Novak et al.

2000). In the current study, both game features and players’

expertise are considered to affect engagement through

experienced richness and control.

Increasing the number of game features is considered to

increase levels of experienced richness. Features of inter-

active systems, including video games, can involve aspects

related to function, manipulation and appearance (Barfield

et al. 1994). Increasing the number of game functions, for

instance, is considered to affect richness at a mental level.

Players may choose from alternatives and investigate how

game functions are interrelated, thereby promoting dis-

covery (Manninen 2002; Björk et al. 2003). Increasing the

degrees of freedom in which a game can be manipulated is

considered to increase richness at a behavioral level (Ullmer

and Ishii 2000) affecting the physicality of interaction

(Djajadiningrat et al. 2004) and promoting challenge when

these rich behaviors are involved in goal attainment

(Malone 1981). Increasing the amount of media within the

appearance of a game is considered to affect richness at a

sensorial level (Sutcliffe 2002). Increasing the amount of

visual forms, colors and sounds affects vividness, thereby

increasing the immersive character of a game (Steuer

1992). Enriching games in these ways therefore engages

players by providing new experiences that allow them to

develop skills and knowledge.

Increasing the number of game features can simulta-

neously affect the sense of control that players experience

while playing. Averill’s (1973) division of decisional,

behavioral and cognitive control was found to be a useful

construct here. Decisional control was defined by Averill as

the ‘‘…range of choice or number of options open to a

individual’’ (p. 298). Increasing the number of game

functions can increase decisional control since players can

choose which goals to pursue. However, decisional control

may also decrease if the number of possibilities is

increased too far. Players may feel uncertain about whether

the right choice has been made given the alternatives

(Schwartz 2000). Behavioral control was defined as the

control experienced during ‘‘direct action on the environ-

ment’’ (p. 286). Increasing the degrees of freedom in game

manipulation can decrease behavioral control because of

the increased difficulty of the motor coordination needed to

perform the required actions, thereby decreasing the

effectiveness of action (Skinner 1996). Cognitive control is

concerned with the ‘‘interpretation of events’’ (p. 286), and

involves information as a key concept. The appearance of a

game may affect cognitive control since it provides infor-

mation for play. Increasing the amount of media within the

appearance of a game may increase cognitive control if

media redundancy is used to accentuate meaningful infor-

mation for play, but may decrease cognitive control if

media redundancy distracts players from play unnecessar-

ily (Pirhonen 1998). Increasing the number of game

features can therefore either support or undermine players’

sense of control.

Game features can also effect engagement at a social

level. Sociality and engagement have been researched in

interaction design (Gaver 1996), learning environments

(Kreijns et al. 2007) and virtual environments (Ludvigsen

2006). Here, the authors emphasize the social interactions

that interactive systems can mediate through social affor-

dances (Hodges and Baron 2007). Interactive systems

affording teamwork, cooperation and competition can be

rewarding activities because of the associated experiences

of camaraderie and social connectedness (Stangor 2004).

These experiences are strong motivators potentially facil-

itating engagement (Klastrup 2003; Volet and Wosnitza

2004). A previous study investigated how sociality relates

to engagement through experienced richness and control by

distributing physical game control across players

(Rozendaal et al. 2008a). Both richness and control

appeared to have a social dimension. Richness related to

the extent to which game features allowed varied social

interactions arising when game features allowed players to

pursue individual and shared goals simultaneously. Control

related to the extent to which players could adopt a leading
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role, imposing individual goals on others, or by the extent

to which players adopted a conforming role, maintaining

effective cooperation towards shared goals. Both physical

game features and the players’ social adaptation of these

features therefore affected experienced engagement.

Players’ expertise is thought to interact with game

features affecting the levels of experienced richness and

control. Expertise is seen as the knowledge a person has

about a particular domain and the extent to which a

person can act within this domain in a skillful manner

(Dreyfus et al. 1986). VanDeventer and White (2002)

addressed some of the differences between expert and

novice players. Expert players group objects and actions

that are involved in a game into larger meaningful pat-

terns, thereby decreasing cognitive load, and their

behavior can be characterized as fast and accurate. Due to

this grouping, a game may be experienced as less com-

plex, and therefore less rich. At the same time, the levels

of experienced control may increase due to the players’

ability to attune to the relevant information directly and to

elicit appropriate behavioral responses automatically

(Rasmussen 1983). For example, once the functional

features of a game have been discovered due to increased

expertise, the richness of a game may decrease but control

may increase as players learn to choose the most appro-

priate functions for the task at hand. Similarly, as the

challenges afforded by the manipulation features of a

game are mastered, richness may decrease but control

may increase since players can perform the required

actions more effectively; possibly bringing about new

challenges in the game.

In this study, two experiments were conducted to

investigate the effect of game features and players’

expertise on experienced engagement through experienced

richness and control. The first experiment investigated how

increasing the number of game features influences the

levels of experienced richness. The second experiment

examined how videogames varying in levels of experi-

enced richness affect experienced control and engagement

over time. By varying the games over time, the influence of

the players’ expertise on the levels of experienced control

and engagement could be assessed.

2 Experiment 1

The goal of this experiment is to assess the extent to which

the number of game features leads to experiences of

richness.

2.1 Method

2.1.1 Prototype

A video game was developed in which the number of

features could be systematically varied. The game resem-

bled a classic arcade game that could be played on a

desktop computer. A virtual aircraft avatar could interact

within a virtual game world and points could be earned by

performing a variety of actions such as shooting objects

and collecting items. Four distinct game strategies were

designed: (A) Aircraft control, addressing the physical

aspects of play and with the emphasis on game manipu-

lation; (B) Tile coloring and (C) Item collecting, both

addressing the mental aspects of play with the emphasis on

game functions; and (D) Multiplay, addressing the social

aspects of play with the emphasis on control distribution

across players. Sensorial aspects of play were not addres-

sed by any one specific game strategy, but varied as a result

of the four strategies referred to above; each strategy added

visual objects and/or sounds to the appearance of the game.

The video game was designed in such a way that game

strategies could be freely combined. In addition, each game

strategy could be set at three levels of complexity. The

number of game features therefore ranged from 1 to a

maximum of 12 (Fig. 1). Each game strategy is explained

in more detail below.

• Aircraft control involved the possibility of manipulat-

ing the aircraft avatar using the keys on a physical

keyboard. The perceptual motor coordination required

to control the aircraft increased with the complexity. At

the first level of complexity, the number of maneuvers

that the aircraft could perform involved discrete left-

right-up-down movements. At the second level of

complexity, the aircraft could perform continuous

Fig. 1 Image of the video game

with one feature (left) and 12

features (right)

AI & Soc (2009) 24:123–133 125

123



movements in terms of direction and speed. At the third

level of complexity, a shooting ability was added to the

continuous movements described above (Fig. 2).

• Tile coloring involved the possibility of coloring tiles

by moving the aircraft above the tiles in specific

patterns. When a pattern is made above tiles that are

already colored, the colors of these tiles disappeared

again. With increased complexity, it became increas-

ingly difficult to plan how and where specific patterns

had to be made to color as many tiles as possible. At the

first level of complexity, a pattern consisted of a single

line. At the second level of complexity, a pattern

consisted of either a square or a cross, of which the

dimensions increased at the third level of complexity

(Fig. 3).

• Item collecting involved the possibility of collecting

items that appeared within the game by placing the

aircraft above them. Points could be earned by collect-

ing items. Collecting items in different combinations

created new possibilities within the game. At each level

of complexity a different item was added, thereby

increasing the number of combinations that could be

made (Fig. 4).

• Multiplay involved the possibility of playing the game

together with other players, affecting the number of

players physically present as well as the number of

virtual avatars. The possibilities for social interaction

increased with the complexity. At the first level of

complexity, the game was played alone. At the second

level of complexity, two players could play against

each other, and at the third level of complexity two

players teamed up against the experimenter (Fig. 5).

2.1.2 Experimental design

The experiment was set up as a full factorial—within

subjects—design, in which the total number of game fea-

tures varied according to (1) the number of game strategies

that were combined in the game; and (2) the level of

complexity at which these game strategies could be played.

The total number of game features was therefore calculated

by multiplying the number of game strategies by the level

of complexity at which they were set. This resulted in a

total of 12 experimental conditions varying in the number

of game features (Table 1). The specific game strategies

(A–D) that were utilized varied randomly across the

experimental conditions.

2.1.3 Participants

Ten subjects participated in the experiment. They were

either students or employees of the Industrial Design

Engineering Department. Their ages ranged from 24 to 28,

Fig. 2 Image of aircraft

control. Aircraft control relies

on a visual representation of an

aircraft (left) that can be

manipulated using the keys on

the keyboard (right)

Fig. 3 Image of tile coloring. Passing over tiles within the grid

initially highlights the tiles. When a flying pattern is performed

successfully, the colored tiles keep their color, but the color

disappears again when a pattern is made a second time

Fig. 4 Image of item collecting. Items appear as figures floating

within the playing field. An item is collected when the aircraft is

placed above it
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with an average age of 26 and a standard deviation of

1.3 years. Six participants were male and four were female.

2.1.4 Procedure

The participants were asked to play 12 games for a maxi-

mum of 2 min per game. The games were played in a room

with a desktop computer on a table. A maximum of three

people could sit behind the monitor. During the experi-

ment, the experimenter was present and was positioned in

such a way that he remained out of sight of the participants.

The experimenter only appeared when he was needed as a

player in the instance of Multiplay where two participants

team up against the experimenter (who controlled two

aircraft avatars simultaneously). Participants could stop a

playing session at will by pressing the restart button on the

screen with a mouse click.

Before the experiment started, the participants played

two demonstration games for 30 s. One of these games

involved a game setup in which only one feature was

available. The other game involved a game setup in which

all 12 features were available. Subsequently, the partici-

pants played a series of 12 games in a randomized order.

After each game, the participants were asked to judge the

levels of experienced richness, variety and complexity on a

ten-point scale using a pen-and-paper format.

2.2 Results and discussion

Increasing the number of game features led to increased

levels of experienced richness. Cronbach’s alpha was

calculated for the three items on the questionnaire, i.e.,

richness, variety and complexity, as a measure of internal

consistency. Alpha measured .928 (N = 120, 3 items),

indicating that the three items measured the same construct

and that they could be grouped (Carmines and Zeller

1979). Figure 6 denotes the resulting experienced richness

scores as a function of the number of game strategies and

the level of complexity. It can be observed that as the

number of game features increased, the levels of experi-

enced richness increased for both the number of game

strategies and the level of complexity at which they were

set. Next, an ANOVA-repeated-measures analysis was

performed on the grouped item ratings. Significant main

effects of the number of game strategies and the level of

complexity on experienced richness were found, confirm-

ing that by increasing the number of game features the

levels of experienced richness increased (Table 2). The

significant interaction effect between the number of game

strategies and the level of complexity can be attributed

mainly to the low variation in richness scores when only

one game strategy is involved. Concluding, results show

that by increasing the number of game features, the levels

of experienced richness increased. However, the extent to

which the number of game features contributed to the

richness variance for each game strategy separately

remained undiscovered, because the game strategies were

combined randomly across experimental conditions.

3 Experiment 2

The goal of this experiment is to examine the influence of

experienced richness of a game and players’ expertise on

experienced control and engagement in game play.

3.1 Method

3.1.1 Stimuli

Eight video games varying in levels of experienced rich-

ness were selected out of the pool of 12 games used in the

previous experiment. The richness levels of these

Fig. 5 Image of Multiplay. The

aircraft appear in multiple forms

in two different colors to

distinguish the players. The

physical situation is shown at

the right

Table 1 Matrix showing the number of game features across the

experimental conditions based on the number of game strategies and

the level of complexity at which they were set

Number of game strategies 

1 2 3 4

1 1 2 3 4

2 2 4 6 8
Level of 

complexity

3 3 6 9 12
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videogames were distributed about equally over the rich-

ness scale. On a scale from 1 to 10, richness scores varied

between 1.6 and 6.7, with a mean experienced richness

score of 4.6 and a standard deviation of 2.5 (Table 3).

3.1.2 Experimental design

The experiment was set up as a between-subjects design

with four conditions varying in how games of different

richness ranks were presented over time. These conditions

were called: Increasing richness, Decreasing richness, High

richness and Low richness (Fig. 7). In the Increasing

richness and Decreasing richness conditions, participants

played a series of 10 games that either increased in richness

from rank 1 to 8 in 10 intermediate steps or decreased in

richness rank from 8 to 1 in 10 intermediate steps after each

successive playing session (richness ranks 4 and 6 were

played twice in a row). In the High richness and Low

richness conditions, participants repeatedly played a game

with richness ranks 1 and 8, respectively. By varying the

richness rank and playing session, both the effect of

experienced richness and players’ expertise on the levels of

experienced control and engagement can be assessed.

3.1.3 Participants

A total of 25 subjects, 15 male and 10 female, participated

in the experiment. The participants were either students or

employees of the Industrial Design Engineering Depart-

ment. Their ages ranged between 19 and 33, with a mean

age of 24 and a standard deviation of 3 years. Four

subjects participated in the Low richness condition; seven

subjects participated in the High richness condition;

seven subjects in the Increasing richness condition; and

seven subjects in the Decreasing richness condition.

3.1.4 Procedure and measures

The participants were told that the experiment was about

evaluating the playability of several video games. The

games were played in ten sessions over a 3-day period.

Within each playing session, the game had to be played

within a time period of 10 min, but participants were free

to stop earlier. After each playing session, participants

evaluated game play by rating 12 items. Each item had to

be assessed on a 10-point numerical scale ranging from 1

(left) to 10 (right). The list included items assessing self-

confidence, ease and efficiency (White 1959; Skinner 1996;

Ajzen 2002; Hedman and Sharafi 2004), and items

assessing the experience of enjoyment, motivation, chal-

lenge, excitement, skill development and discovering new

possibilities (Malone 1981; Csikszentmihalyi 1990; Web-

ster et al. 1993; Jacques et al. 1995; Laurel 1991; Chapman

et al. 1999; Garris 2002).

Fig. 6 Mean scores of

experienced richness as a

function of the number of game

strategies and the level of

complexity. The numbers next

to the symbols denote the

number of game features

determined by multiplying the

number of game strategies by

the level of complexity

Table 2 ANOVA results of number of game strategies and level of

complexity effects on the levels of experienced richness

Factors Experienced richness

Number of game strategies F(3,27) = 56.637, p \ 0.000**

Level of complexity F(2,18) = 18.390, p \ 0.000**

Number of game strategies

x Level of complexity

F(6,54) = 2.429, p \ 0.038*

Table 3 Ranking of the 8 games used in this experiment based on the

richness scores assessed in experiment 1

Richness rank 1 2 3 4 5 6 7 8

Richness score 1.6 2.5 3.5 4.7 5.3 5.9 6.2 6.7
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3.2 Results

3.2.1 Scale construction

A principal component analysis was conducted to deter-

mine the components underlying the assessments of the

range of questionnaire items. The analysis resulted in the

extraction of two components, each with an eigenvalue

higher than one together explaining about 81% of the total

variance (Table 4). The two components grouped the items

identically as in a previous study in which a different

digital game was assessed (Rozendaal et al. 2007a). Fol-

lowing that study, the two components will be labeled

engagement and control. For each component a sum scale

was developed by averaging the individual items. For the

two multi-item scales, Cronbach’s alpha was calculated to

assess their internal consistency. For the first component,

assessing engagement, alpha measured 0.97 (N = 200, 7

items). For the second component, assessing control, alpha

measured 0.91 (N = 200, 5 items). For both components

alpha measured above the critical threshold of 0.70 (Car-

mines and Zeller 1979), indicating that the items reliably

assessed two components, namely, experienced engage-

ment and control, respectively.

3.2.2 Experimental effects on control and engagement

As a second step, the extent to which the experimental

conditions affected the levels of experienced control and

engagement was investigated. Figure 8 shows experienced

control (left) and engagement (right) as a function of

Richness rank for the Increasing richness and Decreasing

richness conditions. Judgments for games having Richness

rank 4 and 6 that were played twice in a row were grouped

by taking the mean score of the two succeeding playing

sessions. It can be seen that as Richness rank increased, the

levels of experienced control initially increased after which

it decreased. Similarly, experienced engagement also

increased as Richness rank increased, but eventually lev-

eled off.

Figure 9 denotes experienced control (left) and

engagement (right) as a function of playing session for the

High richness and Low richness conditions. Looking at the

High richness condition, it appears that when the number of

playing sessions increased the levels of experienced control

initially increased, after which they decreased, and the

levels of experienced engagement initially fluctuated at

intermediate levels and then also decreased. Looking at the

Low richness condition, the levels of experienced control

and engagement remained at lower levels during all playing

sessions. In this Low richness condition, levels of experi-

enced control and engagement could not be assessed from

playing session 7 onwards; participants stopped playing

because they were extremely bored by the game that was

used. When looking again at Fig. 8, both levels of control

and engagement for the game with Richness rank 8 were

higher for the Increasing richness condition than for the

Fig. 7 Schematic overview of the four experimental conditions. In

the Increasing richness condition (outer left) and Decreasing richness

condition (left), the richness rank either increased or decreased after

each successive playing session, while in the High richness condition

(right) and Low richness condition (outer right), the richness rank

remained fixed at a high and low level, respectively, across all playing

sessions

Table 4 Results of the principal component analysis with varimax

rotation on the items measuring control and engagement

Item Principal components with varimax rotation

1 2

Engagement Control Alpha

Challenge 0.932

Excitement 0.911

Engagement 0.891 0.350

Motivation 0.861 0.401

Enjoyment 0.850 0.354

New possibilities 0.733 0.355

Skill development 0.718 0.504 0.97

Control 0.858

Ease 0.840

Efficiency 0.477 0.773

Self-confidence 0.397 0.749

Playability 0.492 0.719 0.91

Eigenvalue 8.268 1.449

% Variance explained 68.90% 12.08%

N = 200. Factor loadings \0.3 are omitted
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Decreasing richness condition; apparently, players felt more

in control of the game and found it more engaging when this

game was played last than when it was played first.

3.2.3 Interrelations between experiential variables

The last step involved an analysis of the relationship

between the experienced richness, control and engagement.

Figure 10 shows the levels of experienced richness scores

(taken from experiment 1), together with the experienced

control and engagement scores as a function of the Rich-

ness rank. This figure shows that most engagement scores

are positioned between the richness and control scores.

When examining the model in which experienced richness

and control accumulate into experiences of engagement, a

multiplicative model slightly favors an averaging model

because of its higher correlation value (.977 vs. 0.972,

N = 112) and lower error term (0.352 vs. 0.386, N = 112).

However, both models are significant (p \ 0.000).

3.3 Discussion

The results suggest that experienced engagement is based

on the extent to which the game provided rich experiences

as well as the extent to which the player feels in control of

the game. Similar observations were found in two previous

studies investigating the engagement of video games (van

Reekum et al. 2004; Rozendaal et al. 2007a), voicemail

browsing (Rozendaal et al. 2008a) and multimedia explo-

ration (de Ridder and Rozendaal 2008). While experienced

richness promotes engagement due to the excitement

experienced when perceiving a game’s potential for

developing human faculties, experienced control affects

engagement because these potentials can be assimilated by

a player. When taking the favored multiplicative model as

a starting point, engagement (E) can be calculated by

taking the square root of the product of experienced rich-

ness (R) and control (C): E = (RC)0.5. The level of the

experienced engagement is raised when either the level of

Fig. 8 The relationship

between experienced control
(left) and engagement (right) as

a function of Richness rank for

the Increasing richness and the

Decreasing richness conditions

Fig. 9 Graphs showing the

relationship between

experienced control (left) and

engagement (right) as a function

of playing session for the High

richness and Low richness

conditions

Fig. 10 Mean scores of experienced richness (taken from experiment

1) and experienced control and engagement (taken from the

Increasing and Decreasing richness conditions) as a function of

Richness rank
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experienced richness or control, or both, are raised. This

model can therefore be seen as an articulation of

Csikszentmihalyi’s theory of Flow (1990).

As in previous studies, the results showed that by

increasing the number of game features the levels of expe-

rienced richness increased (Steuer 1992; Manninen 2002;

Rozendaal et al. 2007b). Games that were experienced as

increasingly rich allowed players to alternate between

playing strategies, feel challenged behaviorally and/or

socially and allowed players to be stimulated sensorially.

The results further showed that by increasing the number of

game features, experienced control initially increased after

which it decreased. This may be interpreted as a combined

effect of decisional and cognitive control (Averill 1973).

Increasing the number of game features may have increased

the choices available to players, thereby increasing their

decisional control. At the same time, the increased number

of game features resulting in increased visual clutter and

noise within the appearance of the game may have

decreased cognitive control, since the various playing

strategies were difficult to distinguish without training;

obstructing play as a consequence. A parallel can be drawn

between this finding and the phenomenon of choice and

crowding in service environments (Hui and Bateson 1991).

For instance, giving people the choice of remaining in or

leaving a bank environment correlated positively with per-

ceived control, while crowding within a bank environment

correlated negatively with perceived control since costumer

density obstructed costumers’ behavior.

As expected, experienced control was found to increase

in time since players learned to utilize the available game

strategies in game play (VanDeventer and White 2002).

Counter-intuitively, experienced control eventually started

to decrease over time. This may be the result of feelings of

apathy described in relation to Flow theory (Ellis et al.

1994). Apathy may have been experienced when players

were asked to continue playing even when they were bored

by the game. As a result, players may actually stop playing,

as was observed for the Low richness condition. Further, the

assumption that the levels of experienced richness decrease

over time could not be directly assessed in this study.

However, as their expertise increased players attuned to

different aspects of the game, possibly having influenced

levels of experienced richness due to a shift of attentional

focus (Wickens 1992); experienced richness may decrease

when game features that were initially perceived as distinct

qualities combine into higher-order gestalts as players’

expertise increases (Lindley and Sennersten 2006). How-

ever, based on the same principle certain game features may

be revealed that went unnoticed earlier, thereby possibly

raising the levels of experienced richness.

It could not be assessed in this experiment to what

extent functional, manipulation and appearance features, as

well as features related to shared access, may have influ-

enced experienced control and engagement differently. As

in the previous discussion on richness, the question can be

asked how different game features may affect the various

forms of perceived control differently (Averill 1973;

Skinner 1996), and whether there are variations in expe-

riencing mental, behavioral, sensorial and social forms of

engagement as a result. When investigating these facets in

more detail, the results may indicate that richness, control

and engagement are not one-dimensional constructs but

may involve multiple factors depending on which game

features are varied. A similar phenomenon was observed in

relation to the Flow experience when it was investigated

under varying usage situations (Novak et al. 2003).

4 Conclusions

The results of this study nicely illustrate the interplay

between game features and players’ expertise on engage-

ment mediated by experienced richness and control.

Results have shown that engaging game play can be cre-

ated by increasing the number of game features to such an

extent that game play is experienced as rich while still

allowing players a sense of control. Given that players’

expertise increases over time, game features should be

variable to maintain optimal levels of engagement. How-

ever, it still remains unclear exactly how richness is

affected over time. By combining an experimental

approach with a design approach, the findings of this study

may contribute to the discussion on user experience and

could also be of practical value in game design. However,

investigating interactions in other (gaming) contexts would

greatly strengthen this knowledge. Also, the range of

possible factors, including social ones, should be examined

in more detail. New studies are being set up in which these

issues are further explored.
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