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Abstract

Advent of distributed memory parallel machines make possible to study
and analyze distributed algorithms in a real context. In this paper we arc
inlerested in a paradigm of distributed computing : the implementation of
(binary and multiway) rendez-vous. This problem aclually includes two sub-
problems cucountered in several synchrouization probles : how to realize a
coordination (of the processes involved in the rendes-vous) and how to en-
sure somie exclusion (belween conllicling rendez-vous sharing sonic.processes).
Several algorithms implementing rendes-vous are presented. Implementations
of these protocols on an hypercube are analyzed and compared according to
a ccrlain number of paramelers ; an cfliciency ralio is introducced in order
to make these comparisons casicr. [n addition to the results exhibited, this
paper suggests a way Lo conducl such experimeuts.

Implémentation et Evaluation d'un schéma de synchronisation répartie
sur une machine a mémoire distribuée

Résumé.

L'apparition des machinos paralléles & mémoires distribuc¢es rend possiblo 1'étudo et 1'ona-
lyse en vraie grandour des algorithmes répartis. On s'intéresse dans cot article & un
paradigme de cette classe d'algorithmos : la miso en ocuvre dos rendez-vous (binaire ot
multiple). Co problémo présente en effet les 2 problémes sous-jacents d do nombreux problémes
de synchronisation : réaliser une coordination (des processus cn rondcz-vous) et une oxclu-
sion (entre rendez-vous conflictucls). Divers algorithmos sont présontés; leurs implémenta-
tions sur un hypercube sont analyséos et comparées en fonction d'un certain nombre de
paramétres ; une mesuro d'efficacité est introduite afin de faciliter cette comparaison.
Outre les résultats exhibés, cet article propose ainsi une démarche pour de telles expéri-

mentations.
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Abstract

Advent of distributed memory paratlel machines make possible to study
and analyze distributed algorithins in a real context. In this paper we are
interested in a paradigm of distributed computing : the implementation of
(binary and multiway) rendez-vous. This problem actually includes two sub-
problems encountered 1n several synchronization problems : how to realize a
coordination (of the processes involved in the rendez-vous) and how to en-
sure some exclusion (between conflicting rendez-vous sharing some processes).
Several algorithms nnplementing rendez-vous are presented. Implementations
of these protocols on an hypercube are analyzed and compared according to
a certain number of parameters ;. an efficiency ratio is introduced in order
to make these cotuparisons easier. In addition to the results exhibited, this
paper suggests a way 10 conduct such experiments.

1 Introduction

Advent of distributed memory parallel machines make possible to study and an-
alyze distributed algorithms in a real context. such studies are interesting from
two points of view. On the one hand they allow to compare distinct algorithms
implementing the same function (or service) in terms of efficiency and computa-
tion time : on the other hand they allow to gain knowledge about the mastering
of these machines. This paper is concerned with these two aspects.

Here we are interested in a class of distributed synchronization algorithms : pro-
tocols implementing (so called binary or multiway) rendez-vous [HOA 7%, CM 88,
BUR &3. BAG x9h. € &7]. The problem is to allow a certain number of processes
to synchronize in some poiuts of their respective computations in such a way (C1)
that all the processes involved in a rendez-vous are simultaneously at their meet-
ing point and (C2) that a process is involved in at most one rendez-vous at any
time. A rendez-vous can involve only 2 processes as in CSP[HHOA 78] or OC-
CAM[BUR &8] (such rendez-vous are called binary) or any number & of processes



{(multiway or k-ary rendez-vous also called committee coordination problem) [CM
82.BAR x9b]. The interest of the rendez-vous lies in its usefulness to solve practi-
cal problems [HOA 73, ¢ 87, CM 88] as well as in the fact it grasps two important
synchronization problems encountered in many situations : a rendez-vous implies
a coordination hetween 2 (or k) processes (synchronism or mutual coincidence of
the processes willing to participate in a same rendez-vous : C1) and a process can
be involved at the same time in only one rendez-vous chosen in the set of rendez-
vous it has announced to be non-deterministically interested in (mutual exclusion
between conflicting rendez-vous : C2). As such the rendez-vous is a paradigm of
distributed systems control problems.

Two protocols (or distributed algorithms) implementing rendez-vous are studied.
The first one is devoted to binary rendez-vous [BAG 89a] : the second one to
multiway rendez-vous [BAG 39b]. These algorithms are briefly described in the
second part. The third part first gives the experimentation context : the underly-
ing machine is a 64 processors Intel hypercube on which an implementation of the
ISO programming language Estelle {ISO 86] has been developped [1J 89) ; then
the implementation choices concerning the two algorithms are presented. The pa-
rameters of the analysis and an efficiency ratio to allow comparisons are presented
and explained in the fourth part. Part 5 presents and analyses the results of the
experiments and the conclusion draws lessons from this experimentation.

2 Studied Algorithms

2.1 Binary rendez-vous

Each process of the distributed program (composed of n processes) is endowed
with a manager. The set of managers has to establish rendez-vous described by
rule (C1) without violating rule {C2). As an example let us consider the following
rendez-vous graph between the processes Py, P, P, Ps.

A possible rendez-vous between processes P; and P; is represented by the undi-
rected edge (i,7): such a graph describes the possibilities of rendez-vous at a given
time. In the example the process Py (resp. Py)is willing to establish a rendez-vous
non-deterministically cither with process Py or with process P; (resp. Py or Py or
Ps).

The algorithm [BAG 89a] associates a unique token to every possible rendez-vous;
the token associated to (i j)is noted token(i,j) and is initially owned by one of
P; or P;. The manager associated to P; tries to establish the rendez-vous (i,5)
only if it has the corresponding token token(i,j) ; then it sends it to P;'s manager.
If this one wants to establish the (ij) rendez-vous it sends back the token to
P;’s manager and they commit rendez-vous (7,7). In the other case P;’s manager
answer it with no and keeps the token (it will have the initiative to request the
next (i.j) rendez-vous) ; on receiving no, P;’s manager will try to establish an



other rendez-vous (i) it is interested in il it owns the associated token token(i.z).
Additionnal rules avoid deadlock situations {in wich rendez-vous are possible but
noune is established). The interested reader will report to [BAG 89a] for more
details.

The association of a unique token to each potential rendez-vous is the basis of
this algorithm : the rules define how these tokens are managed. This algorithm js
called BIN in the following. Other algorithms implementing binary rendez-vous
are described in [R 8] (chapter ).

2.2 Multiway (or k-ary) rendez-vous

In this case the algorithin [BAG 29b] considers P managers (1 < P < n) which
have to cooperate in order to establish rendez-vous noted (1,5,k,1,...) (the size of
this tuple defines the number of processes involved in the corresponding rendez-
vous). These managers m, are placed on an unidirectionnal ring : and a valued to-
ken moves round on this ring. Wlhen a process P; becomes passive waiting for some
rendez-vous it sends the concerned managers the rendez-vous sets (i,j1,52....),
(i,01.12....) it is interested in. When a manager owns the token it determines
whether rendez-vous can be committed according to its own values and the values
carried by the token ; if it is the case, it informs the involved processes. This
algorithm will be called GEN(E) in the following (k£ > 2 being the biggest size of
potential rendez-vous).

Uniqueness of the token consures mutunal exclusion between conflicting rendez-vous
[R 86], and managers and token informations allow to enable and to commit some
of the rendez-vous.

If we consider this algorithm with =2, the preceding rendez-vous graph, and 3
managers. we can obtain the following structure (among a set of possible struc-
tures) in which an edge represents a link allowing a process and a manager to
communicate : the dotted line represents the ring.

mo m 1 m2

P Py B 6

These 3 managers can. for example, manage the following rendez-vous :

mg manages (0.1) and (0.2).
my manages (0,2) and (1.2).
ny manages (2.3)

Each rendez-vous is managed by at least one manager. In the preceding example
other rendez-vous management assignments are of course possible. As one can see
the number Pof managers is not related to the number n of processes. It is possible
1o have only one manager (aud no token in this case) ; we get a centralized version
of the algorithun. At the other extreme it is possible to have n managers cach



managing all the rendez-vous :in this case we obtain a very distributed version of
the algorithm (distribution by duplication). All the intermediate implementation
choices are possible. The interested reader will report to [BAG 89b] for more
details.

3 Experiment context

3.1 Environment

The machine on which the experiments have been conducted is an Intel [PSC2 of
diameter 6 (6 processors) {Intel 87]. The language in which the different algo-
rithms have been programmed is Estelle {ISO 86, BUD 7], a language normalized
by ISO. originally devoted to the specification and implementation of protocols.
We have chosen this language as it is a high-level language, well suited to dis-
tributed system programming and an Estelle-to-C compiler for the IPSC2 [JJ 39]
has been developped. The main feature of the language is the two-level program-
ming : first the implementation of processes and managers by automata triggered
by the arrivals of messages received through ports and second the separate speci-
fication of connections between input and output ports of these automata.

3.2 Studied implementation

As we aimed at studying efficiency of protocols implementing rendez-vous we
consider that the application processes do not have proper activity but for rendez-
vous requests. Processes are put on distinct processors of the hypercube.
The implementation of BIN corresponds to the description given in §2.1. [BAG
89a). As we have noticed several implementation choices have to be done for
the algorithm GEN. Two of then are particularly interesting as they are extreme
according to the number of managers : and they have been implemented :

e a unique maunager (put on the same site as Fy). It manages all the rendez-

vous. This algorithny is noted @ GEN(K)CENT.

e 1 managers m, ;i is put on the samne site as P; and manages all the rendez-
vous £ is involved iu. This algorithm is noted GEN{k}DIST. (In this case
the management of a size & rendez-vous is duplicated on & sites ; the set of
managers being connected by a ring with an associated token).

3.3 Rendez-vous graphs
3.3.1 Binary rendez-vous

Processes are desigiied by 0.1 .n-1. We have studied potential rendez-vous
graphs presenting a regular structure. implemented on cubes of diameter d. Indeed
irregular structures disallow simple interpretations and explanations of results.
Studied rendez-vous graphs are defined by the following sets R; associated to each
process ;.

R; = {processes among which P; wants to establish
non — deterministically a binary rendez — vous)



ring K :
R, ={i-1.i41} (+:-:modulo n)

The corresponding algorithms will be named BIN-R-n. GEN(2)CENT-R-n
and GEN(2)DIST-R-n (where n stands for the number of application pro-

cesses ).
o fully connected FC:

R, ={0.1.2..... n-1} - {i}

These algorithms are named BIN-FC-n, GEN(2)CENT-FC-nand GEN(2)DIST-

FC-nin the following,

o hypercube I : »
Ri={ixor27:0<j<d-1}

with the processes identities expressed in the binary notation,

o binary tree 7 : (div is the integer division operator)

I{U = {l}
R o={idiv2.2, 2i+1}1 <1< (n-1)div2
R, ={idir 2} l+(n—=1)div2<i<n-—1

3.3.2 Multiway rendez-vous

The structure of potential rendez-vous is now an hypergraph. We have heen
interested in a regular structure generalizing in some sense the ring of the binary
case. The set In’," of the set of processes with which P; can be in A-rendez-vous is
chosen of size & (the size of a rendez-vous is k and there are & choices of rendez-vous
for P;). For example for k=1 we get ( +.- are modulo n) :

RE=V = {{i-3i—2 i1} {i=2i— it} i= i+ 142}, {i41,i42.i43})

4 Experiment parameters and measures performed

4.1 Binary rendez-vous

4.1.1 Parameters

Fach experiment we have realized is defined by the following parameters :
e a potential rendez-vous graph @ R/FC/H/T.
e a number nof processes @ n=28.16.32.64.

o a rendez-vous duration Rdel (ouce a rendez-vous is committed it lasts this
duration). RdveD varies between 6 and 28 ms ; thi= duration is constant and
the same for all the processes during an experiment.

o the duration ErpD of cach experiment has been clinsen to 60 s. This value
las been determined from several attemps (it allows to realize several tens
of thousands of rendez-vous during cach experiment).



4.1.2 Measures

The following measures have heen doune for the 3 algorithms BIN-X-n. GEN(2)CENT-

Nenand GEN(2JDIST-N-n with N=R/FC/H/T and n=8 to 64 :
e the average number of rendez-vous a process has committed : nbrdv

o the average duration spent by process within rendez-vous : nbrdv*RdvD

These values allow to compute the efficiency of an algorithm in some context
(defined by -X-n) :

nbrdvs RdvD

efficiency ratio er = S

We have 0 < ¢r < 1. Moreover the value [ - er represents the average ratio of the
time spent 1o establish rendez-vous. ie. to realize control. The closer of 1 is its
er value. the better is an algorithm.

4.2 Multiway rendez-vous

In addition to the preceding parameters an experiment requires a value of & (size
of rendez-vous). Values of £=2,4,8.16,32 with n=32 have been experimented on
the rendez-vous hyvpergraph “generalized ring” displayed in the §3.2.2.

5 results and analyzes

5.1 Binary rendez-vous

In addition to the cevolution of the efficiency ratio of a given algorithm for a
rendez-vous graph we have been interested in comparing BIN, GEN(2)CENT and
GEN(2)DIST in order to know if the specialized algorithm BIN has some advan-
tage over the general ones with k=2

5.1.1 Algorithms /N and GEN(2)CENT :

Figure 1 represents for these two algorithms evolutions of efficiency ratios ac-
cording 10 rendez-vous durations RdeD for a ring rendez-vous graph of 3 and
G4 processes. Figure 2 shows this evolution when the rendez-vous graph is fully
counected.

These results show

¢ the efficiency ratio increases with the rendez-vous duration.

o for hoth algorithms the efficiencv decreases with the number of processes
(i.e. with the number of potential rendez-vous at a given time : n for a ring.
n(n-1)/2 tor a fully connected network).

e the gap between BIN aud GEN(2)CENT increases with the number of pro-
cesses (this is due in part to the unigqueness of the manager).

The results obtained with hypercube and binary tree rendez-vous graphs are sim-
lar and strengthen this analysis.

6
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Figure 3 : The Rdv graph is a ring

5.1.2 Algorithms GEN(2)CENT and GEN(2)DIST

We now compare in the context of the hinary rendez-vous the two extreme imple-
mentation strategies of the GEN(k) algorithm model.

Figures 3 and 4 are analogous to the preceding ones : they compare the efficiency
ratios of both algorithms with ring and fully connected rendez-vous graphs of 8
and 64 processors. As previously these results are confirmed by the experiments
done on hypercube and binary tree rendez-vous graphs.

The preceding analysis remains valid. The degradation according to n between
GEN(2)CENT and GEN(2)DIST corresponds to the travelling and to the process-
ing time of the token : indeed duplication introduced by the managers can allow
to resist some faults but dont improve the parallelism as the token is unique.

5.1.3 Comparison according to the number of processes

Figure 5 gives efficiency ratios of BIN-It-n, GEN(2)CENT-R-nand GEN(2)DIST-
R-n (i.e. for a ring rendez-vous graph) according to the total number of processes
n=24(2<d<6)and to a rendez-vous duration RdvD = 20 ms.
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Figure 4 : The Rdv graph is fully connected
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For n=2,4,8 (i.,e. d < 3) the three algorithms have very close efficiency ra-
tios ; for instance for n=8: er(BIN-R-8)=0.71, er(GEN(2)CENT-R-8)=0.69 and
er(GEN(2)DIST-R-8)=0.66. On the other hand for n=16,32,64 (i.e. 4 < d < 6)
the specialized algorithm BIN proves to be the most efficient one ; the gap be-
tween the two others remains relatively stable ; for n=64, er(BIN-R-64)=0.52,
er{GEN(2)CENT-R-64)=0.1{ and er{GEN(2)DIST-R-64)=0.09.

5.2 Multiway rendez-vous

We are here interested in measuring the efficiency of GEN(k)DIST according the
size &k of multiway rendez-vous. The structure studied for such muitiway rendez-
vous is the generalized ring described in §3.3.2. (a process asks for a k-rendez-vous
in a set of & such potential multivay rendez-vous).

Figures 6 and 7 display efficiency ratios of GEN(k)DIST-R-32 respectively for
=2,4.8 and k=8.16.32.

On can notice on the one hand that the rendez-vous size k has very little effect
on the efficiency (for RdvD=8 ms : 0.11 < er < 0.14 and for RdvD=28 ms :
0.35 < er € 0.49). and on the other hand that the best efficiency is obtained for

v ]

Figure 7 : The Rdv graph is a k-generalized ring
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rendez-vous of size k=8 (figure &).

6 Conclusion

The implementation of the (binary or inultiway) rendez-vous constitutes a paradigin
of distributed control as it presents two of the synchronization major problems :
how to realize a coordination {of the processes involved in a rendez-vous) and how
to realize an exclusion (between conflicting rendez-vous). As such it has been cho-
sen to be implemented and evaluated on a distributed memory parallel machine.

Several conclusions can be drawn [rom these experiments. First for binary rendez-

vous the specialized algorithm called BIN (based on the association of a unique to-
ken to each potential rendez-vous) reveals to be always more efficient than the algo-
rithms GEN(2). Then the comparison between GEN(2)CENT and GEN(2)DIST
shows the first is the more efficient one : in other words a centralized control is
better in this case. Finally algorithms GEN(k)DIST with a distributed control
are interesting for rendez-vous of size k > 2, as they are relatively stable from an
efficiency point of view.

Moreover in addition to the results presented these experiments have allowed a
better understanding of the hypercube and have proved the easiness a language
such as Estelle provides to realize such an experimentation [A 88].
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