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This paper aims to remove the noises of different scales in point cloud data captured by 3D 

scanners, while preserving the sharp features (e.g. edges) of the model. For this purpose, the 

authors proposed a point cloud denoising method based on the principal component analysis 

(PCA) and a self-designed bilateral filter. First, the outliers in the point cloud were divided 

into isolated outliers and deviation outliers. The former was directly removed, while the latter 

was moved along the normal vector estimated by the PCA. Next, a bilateral filter was 

developed based on vertex brightness, vertex position and normal vector. During image 

processing, the grayscale of the current point was replaced with the weighted mean of the 

grayscales of its neighborhood points. The weight function is related to the distance and 

grayscale difference between the current point and neighborhood points. The effectiveness of 

our method was proved through experiments on actual point clouds. The results demonstrate 

that our bilateral filter can retain the sharp features of point cloud data, in addition to removing 

the small-scale noises.  
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1. INTRODUCTION

In recent years, it is a research hotspot to reconstruct 3D 

entities based on multiple 2D images. The emerging 3D 

sensing technology has made it possible to collect or generate 

millions of 3D points from the object surface. These data 

points form a 3D point cloud, providing a discrete 

representation of continuous surface. The 3D point cloud has 

been widely applied in robot design, virtual reality (VR) and 

computer-aided shape design.  

However, the 3D point cloud collected by 3D scanners often 

contain noises, especially on the edge and center [1]. The 

noises may come from measuring errors or human factors. The 

noisy data suppress the fineness, and even distort the shape of 

the reconstructed model. When a 3D entity is modelled based 

on multi-view images, it is difficult to remove the noises by 

the reconstruction algorithm, due to its poor ability of fuzzy 

matching [2, 3]. To smooth the surface of 3D solid model, the 

point cloud data must be denoised before surface 

reconstruction. 

Noises fall into two categories: high-frequency noises and 

low-frequency noises. High-frequency noises are outliers in 

the point cloud. In practice, these outliers are often confused 

with the high-frequency components of the edges. In this paper, 

the outliers are further divided into isolated outliers and 

deviation outliers. The isolated outliers were directly removed, 

while the deviation outliers were moved along the normal 

vector estimated by the principal component analysis (PCA). 

Next, a bilateral filter was developed based on vertex 

brightness, vertex position and normal vector. During image 

processing, the grayscale of the current point was replaced 

with the weighted mean of the grayscales of its neighborhood 

points. The weight function is related to the distance and 

grayscale difference between the current point and 

neighborhood points. The effectiveness of our method was 

proved through experiments on actual point clouds. 

2. LITERATURE REVIEW

With the development of 3D sensing technology, the data 

acquisition mode of 3D scanners has shifted from contact 

mode to non-contact mode. The contact 3D scanners are still 

widely used in many fields (e.g. reverse engineering), due to 

its high precision. Meanwhile, the non-contact 3D scanners, 

known for its fast scanning speed, has been applied to 3D 

reconstruction of entities that cannot be measured in contact 

mode, such as cultural relics and battlefields. Under the effects 

of hardware and other factors, it is inevitable for the data 

collected by 3D scanners to contain noises. Thus, the noise 

suppression of the point cloud is essential to the accuracy of 

subsequent processing. The model reconstructed from noisy 

point cloud is often imprecise, calling for preprocessing of the 

point cloud with a powerful denoising algorithm [4, 5].  

Depending on the diffusion modes of noise in all directions, 

the existing denoising and smoothing algorithms for 3D point 

cloud can be categorized to anisotropic and isotropic 

algorithms. The isotropic algorithm is simple, but unable to 

distinguish between the sharp features (e.g. edges) and noises. 

Many sharp features will be lost through isotropic denoising. 

The anisotropic algorithm can retain the sharp features, while 

removing the noises. However, the good performance comes 

at a price: high computing load and time complexity. The 

following are some of the most representative works related to 

the denoising of point cloud for 3D modelling. 

Wu et al. [6] put forward an adaptive Wiener filter (AWF) 

for 3D meshing based on classification of feature information. 

Jones et al. [1] developed a non-iterative, feature-preserving 

mesh smoothing strategy, which predicts the position of each 

vertex according to the vertex neighborhoods. Cho et al. [2] 
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created a bilateral texture filter that adjusts the vertex positions 

based on normal line and normal phase. Li et al. [3] applied 

Laplace operator to the point cloud model, creating a novel 

algorithm for envelope surface modeling; However, this 

algorithm may cause over-smoothness and vertex drift. To 

prevent vertex drift, Xiao et al. [7] calculated the mean 

curvature of data points on the point cloud model through 

principal component analysis (PCA), and proposed a 

denoising method for point cloud model based on mean 

curvature flow. Collet et al. [8] established a moving minimum 

quadric surface for the point cloud model, and approximated 

the noise points to the quadric surface to reduce the noises. 

During statistical analysis, the complexity of an entity is 

positively correlated with the number of variables. Under ideal 

conditions, more information should be collected with the 

minimal number of variables. In many cases, most variables of 

the same entity are correlated with each other. Each variable 

reflects some information of the entity. Therefore, two 

correlated variables must have a certain overlap in terms of the 

entity information embodied in them. The PCA provides an 

effective tool to remove the redundant closely correlated 

variables, leaving only a few irrelevant variables. Together, 

these irrelevant variables can provide the full information of 

the entity. 

Drawing on the existing studies, this paper attempts to 

further smooth the surface while preserving the sharp features, 

after denoising the point cloud with the PCA. 

 

 

3. PCA-BASED NORMAL VECTOR ESTIMATION 

AND OUTLIER CORRECTION 

 

During the collection of point cloud, the 3D scanner is often 

affected by illumination conditions, the features of surface 

material and human factors. The obtained point cloud usually 

contains different degrees of noises [9]. These noises fall into 

two categories: high-frequency noises and low-frequency 

noises. High-frequency noises are outliers in the point cloud, 

and are split here into isolated outliers (as shown in Figure 1) 

and deviation outliers (as shown in Figure 2).  

Let pi be a vertex in the 3D point cloud, and r be the radius 

of the neighborhood of pi. As shown in Figure 1, if the number 

of vertices in the neighborhood is smaller than the set 

threshold N1, then pi is an isolated outlier, and should be 

moved directly from the point cloud. As shown in Figure 2, a 

deviation outlier exists on the surface of the object. Direct 

removal would leave a hole on the surface. Therefore, the PCA 

was introduced to estimate the normal of the neighborhood of 

the outlier in the point cloud [10], enabling to outlier to move 

along the normal vector and avoid vertex drift. 

 

pi

 
 

Figure 1. Isolated outliers 

pi

 
 

Figure 2. Deviation outliers 

  

The normal vector is a fundamental attribute of point cloud. 

The accuracy of the normal vector directly affects the 

application effect of point cloud data in reverse engineering, 

and the rendering and processing of point cloud in many other 

areas, such as denoising, segmentation, data reduction, and 

surface reconstruction [11-14]. For surfaces with sharp 

features, the details of the surfaces are easily lost in point cloud 

processing, if the normal vector of the feature region, i.e. the 

transition between surfaces, is not estimated accurately. In this 

case, it is very difficult to restore the geometric features of the 

original model on the reconstructed surface. 

In recent years, many methods have been developed to 

estimate the normal vector of point cloud. These estimation 

methods can be categorized into two groups: local 

neighborhood fitting, a.k.a. the PCA, and Voronoi/Delaunay 

method. Chaudhury et al. [15] transform the 3-D problem into 

2-D by performing appropriate coordinate transformations to 

the neighborhood of each 3-D point. Ali et al. [16] review the 

major tensor decomposition methods with a focus on problems 

targeted by classical PCA. Namrata et al. [17] studied the 

dynamic (time-varying) version of the RPCA problem and 

proposed a series of provably correct, fast, and memory-

efficient tracking solutions. The above studies have improved 

the normal vector estimation of the point cloud to some extent. 

However, the PCA is a low-pass filtering method that smooths 

the normal vector at key points [18, 19]. 

Rente et al. [20] raised the need for efficient point cloud 

coding solutions in order to offer more immersive visual 

experiences and better quality of experience to the users. Dey 

et al. [10] extended the Voronoi poles of a cell in the Voronoi 

diagram to the large Delaunay sphere, and then estimated the 

normal vector of point cloud. Vassiliades et al. [21] uses a 

centroidal Voronoi tessellation (CVT) to divide the feature 

space into a desired number of regions; it then places every 

generated individual in its closest region, replacing a less fit 

one if the region is already occupied. Rakhshanfar et al. [22] 

propose a method for estimating the image and video noises of 

different types: white Gaussian (signal-independent), mixed 

Poissonian-Gaussian (signal-dependent). They assume that the 

noise variance is a piecewise linear function of intensity in 

each intensity class. Nevertheless, no Voronoi/Delaunay 

methods can accurately estimate the normal vector of surfaces 

with sharp features. 

In statistical analysis, the modelling complexity increases 

with the number of variables of the entity. In many cases, some 

variables are correlated with each other [23, 24]. The 

correlation reflects that the variables carry some overlapping 

information of the entity. Under ideal conditions, the 

information of the entity should be collected with the 

minimum number of variables. The PCA offers a desirable 

tool to reduce the number of variables, because it can delete 

the variables that are closely correlated, i.e. redundant 
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variables, leaving only pairs of unrelated variables that keep 

the original information of the entity. 

In the light of the above, the PCA was introduced to reduce 

the dimension of 3D point cloud to a 2D plane, i.e. the tangent 

plane of the point cloud. Then, the normal vector of the tangent 

plane pointing towards the camera was taken as the normal 

vector of the point cloud.  

Let p be a point on the tangent plane and pi be a k-nearest 

neighbor of p. Then, the covariance matrix C of pi can be 

expressed as: 

 

1 1

2 2
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T

i i

i i
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p p p p

p p p p
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p p p p
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The covariance matrix C can be decomposed into three 

eigenvectors v1, v2 and v3. The eigenvalues of v1, v2 and v3 are 

denoted as λ1, λ2 and λ3, respectively. The eigenvector with the 

smallest eigenvalue is the normal vector of the tangent plane. 

 

 

4. POINT CLOUD SMOOTHING BASED ON NOVEL 

BILATERAL FILTER 

 

The bilateral filter is originally designed for image 

denoising. In addition to geometric proximity, the bilateral 

filter also considers the brightness difference between points 

[25]. Compared with traditional Gaussian filter and mean filter, 

the bilateral filter can preserve the edge features of the target 

image [26-28].  

For example, Tomasi et al. [25] proposed a noniterative 

nonlinear bilateral filter to preserve the edge features of 

images. This filter adopts a domain-weighted process. Unlike 

the traditional low-pass filter, this filter considers both the 

distance weight between points and the difference weight 

between point grayscales. The grayscale 𝐿(𝑞) of each point q 

is described as: 
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where, 𝑁(𝑞) is the set of points in the neighborhood of 𝑞; 𝑘is 

a neighborhood point of 𝑞 ; (||𝑞 − 𝑘||) and (|𝐿(𝑞) − 𝐿(𝑘)|) 
are the geometric distance and brightness distance between 𝑞 

and 𝑘, respectively; 𝑊𝜎𝑐 and 𝑊𝜎𝑠 are the weighting functions 

of the distance domain, respectively. To preserve the edge 

features, the weight coefficient should be small when the 

grayscale difference is large between two points. 

Wang et al. [5] put forward a bilateral filter to denoise the 

point cloud. However, the filter only takes account of the 

vertex position and normal vector, failing to utilize the 

brightness of each vertex.  

Therefore, this paper designs a bilateral filter based on 

vertex brightness, vertex position and normal vector. During 

image processing, the grayscale of the current point was 

replaced with the weighted mean of the grayscales of its 

neighborhood points. The weight function is related to the 

distance and grayscale difference between the current point 

and neighborhood points. The denoising of 3D point cloud by 

the proposed bilateral filter can be described as follows. For 

the current point p, we have: 

 

: pp p N= +
                             (3) 

 

where,  is the weight coefficient of the bilateral filter; Np is 

the normal vector of point p. The value of Np can be solved by 

the PCA. The point only moves along the normal vector, 

avoiding the problem of vertex drift. The key of our bilateral 

filter is to solve the weight coefficient α: 

 

𝛼 =
∑ 𝑊𝜎𝑐(‖𝑞−𝑘‖,|𝐿(𝑞)−𝐿(𝑘)|)𝑘𝑖𝑗∈𝑀(𝑝𝑖)

𝑊𝜎𝑠(⟨𝑛𝑖,𝑝𝑖−𝑘𝑖𝑗⟩)⟨𝑛𝑖,𝑝𝑖−𝑘𝑖𝑗⟩

∑ 𝑊𝜎𝑐(‖𝑞−𝑘‖,|𝐿(𝑞)−𝐿(𝑘)|)𝑘∈𝑁(𝑞) 𝑊𝜎𝑠(⟨𝑛𝑖,𝑝𝑖−𝑘𝑖𝑗⟩)
  (4) 

 

where, 𝑀(𝑝𝑖) = {𝑝𝑖𝑗}1 ≤ 𝑗 ≤ 𝑘 is a neighborhood point of 

point 𝑝𝑖 . In our bilateral filter, the point cloud smoothing is 

completed through standard 2D Gaussian filtering: 
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The weight function for edge feature preservation is realized 

through 1D Gaussian filtering: 
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where, σc is the standard deviation of brightness and 

neighborhood distance of vertex pi; σs is the influence factor 

of the projection of the distance vector from vertex pi to a 

neighborhood point on the normal vector ni of vertex pi. 

The workflow of our bilateral filter can be summed as 

Algorithm 1 below: 

 

Algorithm 1: Bilateral filter (pi, m, σc and σs) 

Input: One-point pi  

K ←a neighborhood point of pi 

Compute the unit normal vector to the regression plane np 

from Nm(p) 

1. For kij ∈ K do 

2. 𝑥 ← ||𝑝𝑖 − 𝑘𝑖𝑗|| 

3. 𝑦 = |𝐿(𝑝𝑖) − 𝐿(𝑘𝑖𝑗)| 

4. 𝑧 =< 𝑛𝑖 , 𝑝𝑖 − 𝑘𝑖𝑗 > 

5. 𝑊𝜎(𝑥, 𝑦) = 𝑒
−
𝑥2+𝑦2

2𝜎𝑐2  

6. 𝑊𝜎(𝑧) = 𝑒
−

𝑧2

2𝜎𝑠2 

7. 𝛼 =
∑ 𝑊𝜎𝑐(‖𝑞−𝑘‖,|𝐿(𝑞)−𝐿(𝑘)|)𝑘𝑖𝑗∈𝑀(𝑝𝑖)

𝑊𝜎𝑠(⟨𝑛𝑖,𝑝𝑖−𝑘𝑖𝑗⟩)⟨𝑛𝑖,𝑝𝑖−𝑘𝑖𝑗⟩

∑ 𝑊𝜎𝑐(‖𝑞−𝑘‖,|𝐿(𝑞)−𝐿(𝑘)|)𝑘∈𝑁(𝑞) 𝑊𝜎𝑠(⟨𝑛𝑖,𝑝𝑖−𝑘𝑖𝑗⟩)
 

8. 𝑝𝑖 : = 𝑝𝑖 + 𝛼𝑛𝑖 
 

 

5. EXPERIMENTAL VERIFICATION 

 

To verify its effectiveness, the proposed bilateral filter was 

applied to experiments on a platform (CPU: Intel Xeon E5-

2660 V3 10 Core Processor; Memory: 32G; GPU: NVIDIA 

Quadro K5000). The point clouds were collected by Kinect for 

Windows v2.  

395



 

5.1 Normal vertex estimation and outlier correction by the 

PCA 

 

The PCA was used to filter out the outliers on two point 

clouds. The original point clouds are shown in Figure 3(a) and 

Figure 4(a), respectively. 

The outliers identified by the PCA are displayed in Figure 

3(b) and Figure 4(b), respectively. Figure 3(c) and Figure 4(c) 

are the point clouds after the outlier removal. 

The basic information of the point clouds in Figure 3 and 

Figure 4 is listed in Table 1 below. 

 

Table 1. Basic information of point cloud data 

 

Point 

cloud  

Number of original 

data points 

Number of filtered 

data points 
Runtime 

Point 

cloud 1 
26,271 25,510 2.00ms 

Point 

cloud 2 
23,970 23,320 1.98ms 

 

5.2 Point cloud denoising and smoothing by bilateral filter 

 

The point cloud denoising by the bilateral filter is the 

follow-up step of outlier filtering. Thus, the results of 5.1 were 

taken as the original data in this subsection. 

 

  
(a) Original data  

 
(b) Noisy data   

 
(c) Denoised data 

 

Figure 3. Outlier correction test point cloud 1 

 
(a) Original data 

 

 
(b) Noisy data 

 

(c) Denoised data 

 

Figure 4. Outlier correction test point cloud 2 

 

   
(a) Denoised point cloud 1     (b) Filtered point cloud 1 

 

Figure 5. Filtering effect of our bilateral filter 

 

Before using our bilateral filter, the outliers of the point 

clouds were removed by the PCA. The two point clouds after 

this denoising process are shown in Figure 5(a) and Figure 6(a), 

respectively. The denoised point clouds were then smoothed 

by our bilateral filter separately. The filtered point clouds are 

displayed in Figure 5(b) and Figure 6(b), respectively. 

Comparing the denoised images and the filtered images, it can 

be seen that the details of the clothes in the point clouds were 

obviously smoothed, especially on the sleeves; both high-

frequency and low-frequency noises were removed through 
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the combined application of the PCA and the proposed 

bilateral filter. The results demonstrate that our bilateral filter 

can retain the sharp features of point cloud data, in addition to 

removing the small-scale noises. 

 

 
(a) Denoised point cloud 2      (b) Filtered point cloud 2 

 

Figure 6. Filtering effect of our bilateral filter 

 

 

6. CONCLUSIONS 

 

This paper proposes a novel method to denoise the point 

cloud data. First, the outliers of the point cloud were removed 

through the PCA. Then, the denoised point cloud was 

smoothed by a self-designed bilateral filter, according to the 

vertex brightness, vertex position and normal vector. During 

image processing, the grayscale of the current point was 

replaced with the weighted mean of the grayscales of its 

neighborhood points. The weight function is related to the 

distance and grayscale difference between the current point 

and neighborhood points. Experimental results show that the 

proposed method effectively denoised and smoothed point 

clouds containing both high- and low-frequency noises. The 

results also prove that our bilateral filter can retain the sharp 

features of point cloud data, in addition to removing the small-

scale noises. Of course, there is also some limitations with our 

method. The PCA assumes that all variables obey Gaussian 

distribution. However, some variables do not necessarily 

satisfy this assumption, causing scaling and rotation. This 

problem will be solved in future research. 
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