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1.  Introduction
On most online shopping sites and e-
commerce platforms a sub-area of the 
shop’s user interface is used to point the 
visitor to potentially interesting items in 
the shop that he or she might have not 
bought yet. Instead of simply relying on 
static lists that often contain top-selling 
or currently price-reduced products, more 
and more platform providers now aim 
to exploit the potential of providing per-
sonalized shopping recommendations. 

Amazon.com probably was one of the 
first large online retailers who success-
fully relied on recommender systems (RS) 
technology on a large scale to boost sales 
(“Customers who bought this item also 
bought”). Since then, RS have been ap-
plied in a variety of domains and different 
studies demonstrated the business value 
of personalized sales recommendations, 
see for example (Jannach and Hegelich, 
2009).

Since the mid-1990s, the research 
community has for a long time focused 
on improving the predictive accuracy of 

recommender systems only, that is, the 
degree to which the system is capable 
of predicting the degree of how much 
a user will like an item. However, it soon 
became evident that precise predictions 
are not enough. Recommending Rocky 
II to someone who liked Rocky I might 
be highly precise, but probably not valu-
able to the customer, because the recom-
mendation is obvious. Therefore, other 
factors that influence the user-perceived 
quality of an RS such as list diversity or 
serendipity moved into the research fo-
cus, see for example (Ziegler et al., 2005) 
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Zusammenfassung.  Empfehlungssystem sind verkaufs-
unterstützende Anwendungen, welche gewöhnlich in Web-
shops integriert sind und den Konsumenten auf Produkte und 
Dienstleistungen hinweisen, an denen er oder sie interessiert 
sein könnte, aber noch nicht gekauft hat. In den letzten Jahren 
wurden zahlreiche Algorithmen zur Erhöhung der Vorhersage-
genauigkeit solcher Systeme entwickelt. Es gibt jedoch auch 
andere Faktoren, die die durch den Benutzer empfundene 
Qualität des Systems beeinflussen. Es hat sich insbesondere 
gezeigt, dass systemseitig erzeugte Erklärungen, warum ein 
bestimmtes Produkt vorgeschlagen wurde, besonders dazu 
geeignet sind, die Zufriedenheit des Benutzers mit dem System 
sowie die Effizienz des Empfehlungsprozesses zu steigern. In 
diesem Aufsatz berichten wir von den Ergebnissen einer ersten 
Studie, in welcher untersucht wurde, inwiefern Schlagwort-
wolken ein geeignetes Mittel sind, um Empfehlungen visuell zu 
erklären. Die Studie zeigt, dass mithilfe von Schlagwortwolken 
sowohl die Zufriedenheit des Benutzers mit dem System als 
auch die Empfehlungseffizienz im Vergleich zu anderen exis-
tierenden schlagwort-basierten Verfahren messbar gesteigert 
werden kann.

Summary. Recommender systems are sales-supporting appli-
cations that are usually integrated into online shops and are 
designed to point the visitor to products or services she or he 
might be interested in but has not bought yet. In the last dec-
ade, many techniques have been developed to improve the 
predictive accuracy of such systems. However, there are also 
factors other than accuracy that influence the user-perceived 
quality of such a system. In particular, system-generated ex-
planations as to why a certain item has been recommended 
have shown to be a valuable tool to improve both the user‘s 
satisfaction and the system‘s efficiency. This paper reports the 
results of a first user study which was conducted to evaluate 
whether personalized tag clouds are an appropriate means to 
visually explain recommendations. The evaluation reveals that 
using tag clouds as explanation mechanism leads to higher 
user satisfaction and recommendation efficiency than previous 
keyword-style explanations.
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or (McNee et al., 2006). Beside these as-
pects, in particular the system‘s capabil-
ity of providing explanations as to why a 
certain item has been recommended has 
been identified as a valuable instrument 
to increase the quality of an RS in differ-
ent dimensions (Bilgic and Mooney, 2005; 
Sinha and Swearhingen, 2002; Symeo-
nidis et al., 2009; Tintarev and Masthoff, 
2007a/2007b). System-side explanations 
can for example help to increase the us-
er‘s trust in the system when the user can 
view a justification of the system‘s recom-
mendations. Beyond that, explanations 
can also help the user to make decisions 
more quickly and thus increase the effi-
ciency of the overall sales process.

One of the main problems of explain-
ing recommendations is that the reasons 
why a certain item is included in a rec-
ommendation list can be rather complex 
and for example be the result of some 
machine learning process. In the past, 
several methods have been proposed for 
generating user-understandable expla-
nations based on different visualization 
approaches, see (Herlocker et al., 2000) 
for collaborative filtering RS or (McSherry, 
2005; Pu and Chen, 2006) for case-based 
reasoning RS. Recently, Vig et al. explored 
how user-contributed tags can be exploit-
ed in the explanation process (Vig et al., 
2009). Their online study revealed that 
so-called „tagsplanations“ can for exam-
ple help to improve an RS‘s effectiveness. 

In Vig et al.‘s work, the items‘ tags 
and their relevance are displayed in tab-
ular form in the explanation process. In 
our work, however, we hypothesized that 
tag clouds are a more effective way of 
visualizing explanations and conducted 
a first corresponding user study in which 
we contrast our approach with previous 
keyword-style explanation techniques.

The paper is organized as follows. In 
the next section, we review the different 
goals, trade-offs and existing works in ex-
planation in RS. After that, we describe 
our approach, the experimental setup 
and the results of our user study. The 
paper ends with a summary and a short 
outlook on future work.

1.1  Background

The capability of intelligent systems to ex-
plain their reasoning and problem solving 
strategy to their users has been consid-

ered as one of the important and valu-
able features already in early knowledge-
based systems (Berry and Broadbent, 
1987). With the help of explanations, 
knowledge-based systems (KBS) have 
shown to be able to increase order ac-
curacy, produce more credible predictions 
or improve user satisfaction (Wanninger, 
1998; Doyle et al., 2003). Furthermore, 
an explanation facility enabled KBS to 
provide understandable accountable de-
cision support in a various domains such 
as financial and medical industry (Rowe 
and Wright, 1993; Ong et al., 1997). In 
recent years, the concept of explanations 
has also been investigated and adopted 
in the area of RS. In that context, the ex-
planation facility of an RS is for example 
used to expose the reasoning behind a 
recommendation (Herlocker et al., 2000) 
or enable more advanced communication 
patterns between a selling agent and a 
buying agent (Jannach et al., 2010).

In order to better understand the dif-
ferent aspects of the concept of explana-
tion, different classification approaches 
have been proposed. Chandrasekaran 
et al. (1989) for example identified three 
top-level functions for the explanation 
generation problem: basic content, re-
sponsiveness and human-computer in-
terface. Generating the basic content 
amounts to selecting the appropriate in-
formation and produce a justification that 
is independent of user’s decision process. 
Based on the basic content, responsive-
ness means organizing and shaping the 
explanation content to match the user‘s 
knowledge. The final problem is to effec-
tively present and display the information 
to the user in an appropriate way. Gregor 
and Benbasat (1999) later on adapt this 
taxonomy and structure the explanation 
problem into content, presentation for-
mat and provision mechanism. Regard-
ing the content, they further distinguish 
between reasoning, justification, control 
and terminology. The presentation for-
mat is detailed as text-based or multi-
media; the provision mechanism can be 
user-invoked, automatic and intelligent. 
A user-invoked mechanism means that 
the explanations are provided only upon 
request of the user. As an example, con-
sider the travel recommender system 
based on case-based reasoning technol-
ogy from (McSherry, 2005). In this system 
the explanations contain reasoning and 

justification aspects, are user-invoked and 
presented in a text-based form. Automat-
ic mechanisms, in contrast, are out of the 
user control and provide the explanations 
also without being explicitly requested. 
Herlocker et al. (2000), for example, 
propose 19 types of explanations for col-
laborative filtering RS. Their explanations 
can be classified as being related to rea-
soning, justification and terminology; the 
explanations are automatically presented 
using both text-based and visual repre-
sentations. Beyond that, even more intel-
ligent mechanism can be used to provide 
personalized explanations. For example, 
Vig et al. (2009) proposes a tag-based 
explanation approach that intelligently 
presents the explanations in a text-based 
form. In this paper, we aim to further 
evolve the tag-based explanation scheme 
and present explanations in the form of 
tag clouds, which combine the text-based 
representation with a visual effect.

Regarding the purpose of explanation 
in RS, an explanation can be considered 
as a piece of information presented in a 
communication process which can serve 
different goals (Jannach et al., 2010). Tin-
tarev and Masthoff (2007) conduct a sys-
tematic review on the goals of providing 
explanations in RS. They identify seven 
factors which are transparency (explain-
ing why a particular recommendation is 
made), scrutability (allowing interaction 
between user and system), trust (increas-
ing the user’s confidence in the system), 
effectiveness (helping the users make bet-
ter decisions), persuasiveness (changing 
the user’s buying behavior), efficiency (re-
ducing the time used to complete a task) 
and satisfaction. In this paper, we focus 
on two goals: satisfaction and efficiency. 
Satisfaction refers (a) to the extent of how 
the presented explanation helps the users 
to assess the quality of a recommended 
item and (b) the extent of how users find 
the explanations to be helpful and the ex-
perience enjoyable. One direct measure-
ment approach is simply to ask if users 
are satisfied with the explanations. Addi-
tionally, Bilgic and Mooney (2005) argue 
that satisfaction is more important than 
persuasiveness in the long run as greater 
satisfaction can help to establish trust in 
the RS and attract further users. Efficien-
cy, on the other hand refers to the ability 
of an explanation to help decreasing the 
user‘s decision-making effort. One possi-
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ble evaluation approach is to measure the 
time used to complete the same task with 
and without an explanation facility or 
with different types of explanations and 
compare the time difference between 
the two or several scenarios. In their user 
study, Pu and Chen (2006) for example 
provided two explanation interfaces to 
users and compared the time needed to 
locate a desired item using the different 
interfaces.

Note that in Tintarev and Masthoff‘s 
literature review, effectiveness and effi-
ciency are the evaluation factors that most 
literature (50%) focuses on. One possible 
reason why the two factors are frequently 
used is that they are crucial in evaluat-
ing explanations in RS and that they are 
also easy to manipulate. Additionally, one 
advantage of using effectiveness and ef-
ficiency as dependent variables is that 
there is limited correlation between the 
two factors. That means that it is possible 
to find a type of explanation that is both 
effective and efficient at the same time.

Table 1 summarizes our short review 
and categorizes our work and previous 
works in explanation in RS along differ-
ent dimensions: the taxonomy of expla-
nations, the type of the RS and the goal 
of the explanation. As for the taxonomy 
of explanations, we mainly rely on the 
work of Gregor and Benbasat (1999). Re-
garding the type of the RS, we use the 
typical categorization in literature: col-
laborative filtering, content-based and 

knowledge-based approaches as well as 
hybrid systems. With respect to the goals 
of explanation, we use the classification 
of (Tintarev and Masthoff, 2007). Re-
garding the taxonomy, our work is most 
similar to the one reported in (Vig et al., 
2009). The main differences are the pres-
entation format (tag-based vs. tag clouds) 
and the goals that have been analyzed in 
the study.

Overall, research on explanation in 
RS requires us to build on and further 
develop existing work from different  
areas such as intelligent systems, human-
computer interaction and information 
systems. Considering the different views 
from the related communities, we con-
sider tag-based explanation as a promis-
ing way to improve the performance of 
RS. In this paper, therefore we extend the 
work of Vig et al. (2009) and aim to pro-
vide an innovative and personalized user 
interface to achieve higher user satisfac-
tion and efficiency.

2.  Explanation Interfaces
In our work we aim to evaluate whether 
(personalized) tag clouds are an appropri-
ate means for explaining recommenda-
tions in RS. We therefore conducted a 
study, in which we compared three dif-
ferent explanation interfaces: keyword 
style explanations (KSE), tag clouds (TC), 
and personalized tag clouds (PTC). We 
use keyword-style explanations (KSE) as 

a baseline because this visualization ap-
proach performed the best in the study 
by Bilgic and Mooney (2005). The new 
methods TC and PTC use user-contrib-
uted tagging data for explaining the rec-
ommendations; the KSE approach relies 
on keywords which are automatically 
extracted from item descriptions. In the 
following, we will discuss of the three ex-
planation interfaces in more detail.

Keyword Style Explanations (KSE)
An example of the KSE interface is shown 
in Figure 1. The interface consists of an or-
dered list of 20 keywords extracted from 
the movie descriptions, which are as-
sumed to be the most important one for 
the user (“BUSCEMI”, “POLICE”, etc.). 
The importance or strength of a keyword 
k is determined by the following formula: 
strength(k) = t * userStrength(k), where t 
corresponds to the number of times the 
keyword appears in the movie’s content 
description and userStrength(k) measures 
the target user’s affinity towards the given 
keyword, which is basically computed by 
measuring the odd ratios P(k | positive 
classification) / P(k | negative classifica-
tion) for a given user, i.e., how much more 
likely a keyword will appear in a positively 
rated example than in a negatively rated 
one. The probabilities are estimated using 
a naïve Bayesian text classifier. Internally, 
a movie’s content description is based on 
five different slots. Each slot consists of a 
“bag of words” containing an unordered 

Tab. 1. A review of related works studying explanation in RS.



6 i-com 1/2011 Empfehlungssysteme

set of words together with their frequen-
cies. In our study in the movie domain, 
we considered the slots director, actors, 
genre, description and related-titles. The 
data about directors, actors, genres and 
related titles was taken from the IMDb 
website (1) and the MovieLens data set (2). 
For the movie description slot we consid-
ered all available movie reviews by crawl-
ing Amazon.com  (3) as well as synopsis 
information collected from Amazon, 
Wikipedia (4) and moviepilot (5).

Beside the list of important keywords, 
the KSE explanation interface features a 
link („Explain“) for each keyword that 
opens a pop-up window containing more 
information. The popup window shows 
all the movies that the user has rated that 
contain the respective keyword. The user 
is presented both with his rating for the 
movie and the number of times the key-
word appears in the content description.

Note that in (Bilgic and Mooney, 
2005), the KSE approach performed best 
in the book domain with respect to ef-
fectiveness (enabling users to make good 
decisions). However, the evaluation of 
efficiency (enabling users to make fast 
decisions) and satisfaction (the extent to 
which users enjoy explanations) was not 
part of their work but will be analyzed in 
our study.

Tag Clouds (TC)
Tag clouds as shown in Figure 2 have be-
come a frequently used visualization and 
interaction technique on the Web. They 
can be often found on Social Web plat-
forms such as Delicious  (6) and Flickr  (7) 
and are used to visually present a set of 

1 http://www.imdb.com
2 http://www.grouplens.org/node/73
3 http://www.amazon.com
4 http://www.wikipedia.org
5 http://www.moviepilot.de
6 http://www.del.icio.us
7 http://www.flickr.com

words or user-generated tags. In such tag 
clouds, the font size, weight and the co-
lor of tags is varied according to the rele-
vancy or frequency of a keyword or tag. 
Additionally, the position of tags can be 
automatically adjusted based on some 
heuristics, but usually the tags are sorted 
alphabetically from the upper left corner 
to the lower right corner.

In our basic approach of using tag 
clouds as a not-yet-explored means to ex-
plain recommendations, we simply used 
the number of times a tag was attached 
to a movie as a metric of its importance 

assuming that a keyword that is often 
used by the community is suited to cha-
racterize its main aspects. When a user 
clicks on a recommended item, we dis-
play the tag cloud of the movie as shown 
in Figure 2. Tags such as „black comedy“ 
or „quirky“ have been used by many peo-
ple and are thus displayed in a larger font 
size. Tag positions and font colors are not 
varied in this visualization approach, alt-
hough these attributes possibly have an 
additional effect on the user‘s perception 

on the explanation interface, which could 
be considered in future studies.

Personalized Tag Clouds (PTC)
The PTC explanation interface is an ex-
tension to the basic tag cloud interface 
presented above. It provides more infor-
mation by using additional “tag rating 
data” which was reported in Gedikli and 
Jannach (2010) as an additional know-
ledge source for recommender systems. 
In Gedikli and Jannach (2010) the authors 
present a recommendation approach, 
in which users rate items by rating their 
attached tags. While the general idea of 
“tag preferences” was also reported in 
Vig et al. (2009) the novel idea consists in 
allowing users to rate tags in the context 
of an item. The intuition behind this idea 
is that the same tag may have a positive 
connotation for the user in one context 
and a negative in another. For example, 
a user might like action movies featuring 
the actor Bruce Willis, but at the same 
time this user might dislike the perfor-

mance of Bruce Willis in romantic movies. 
In (Gedikli and Jannach, 2010) the au-
thors show that the predictive accuracy of 
recommender algorithms can be impro-
ved when incorporating such user- and 
item-specific tag rating data. In the PTC 
explanation interface, we pick up on this 
idea but aim to use the tag rating data to 
improve the quality of explanations for re-
commendations. An example of the PTC 
interface for a comedy movie is shown in 
Figure 3. In contrast to the TC interface, 

Fig. 2. Tag cloud (TC).

Fig. 1. Keyword style explanation (KSE).

Fig. 3. Personalized tag cloud (PTC).
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in the PTC approach, we vary the color 
of the tags according to the user’s affect 
attached to the tag. For example, in our 
study, blue colored tags are used to high-
light aspects of the movie toward which 
the user has a positive feeling. Tags with 
a negative connotation are shown in red; 
tags, for which no particular preference 
is known, are shown in black. Similar to 
the TC approach, the font size is used 
to visualize the importance or quality of 
a tag. In order to determine the positive 
or negative feeling attached to a tag, we 
analyze the tag rating distribution of the 
target user’s nearest neighbors in order to 
decide whether the target user will like, 
dislike or feel neutral about the item fea-
tures represented by these tags.

2.1   Experimental Setup /  
Procedure

We have conducted a within-subjects 
user study, in which each subject was 
confronted with all explanation interfaces 
presented above. A total of 19 subjects 
have participated in our experiment. Dur-
ing the experiment we observed the sub-
jects while performing their tasks. Our 
evaluation procedure extends the pro-
cedure proposed in (Bilgic and Mooney, 
2005) and had two parts. In the first part, 
preference information about users and 
tags was gathered and a user-profile was 
built. In the second part, which was ex-
ecuted a few weeks after the first session, 
the subjects used an RS which presented 
them with item proposals based on the 
data collected in the first part. In addi-
tion, the different explanation interfaces 
are shown to the user.

Experiment – Part 1
In the period between 11/22/2010 and 
12/10/2010 we collected sample movie 
ratings and tag ratings from the partici-
pants, who were asked to rate at least 15 
out of 100 movies. We have limited the 
number of movies to 100 in order to be 
able to find nearest neighbors in the PTC 
approach. When the user rates a movie, 
a screen appears (Figure 4) in which the 
tags of the movie are shown. On this 
screen the user can rate up to 15 tags 
of the movie. The tags were taken from 
the “MovieLens 10M Ratings, 100k Tags” 
data set (8). Users could rate an arbitrary 

8 http://www.grouplens.org/node/73

number of tags (we have not asked us-
ers to rate a certain number of tags); skip 
tags, in case they thought that they are 
not suitable for a given movie; or explic-
itly mark tags as inappropriate for rat-
ing. Note that in the experiment the us-
ers were not allowed to apply their own 
tags. We made this decision in order to 
ensure that we have a reasonable overlap 
in the used tags given the relatively small 
number of participants.

Experiment – Part 2
The collected rating data served as a basis 
for recommendations and explanations in 
the second part of our experiment, which 
was conducted between 12/11/2010 
and 01/20/2011. In the second part, we 
used a classical user-based collaborative 
filtering algorithm to generate a set R of 
movie recommendations for each partici-
pant. Then, the following procedure was 
followed, see also (Bilgic and Mooney, 
2005).

1. R = Set of recommendations for the 
user.

2. E = Set of explanation interfaces {KSE, 
TC, PTC}.

3. For each randomly chosen (r, e) in R x 
E do:

4.  Present explanation using inter-
face e for recommendation r to 
the user.

5.  Ask the user to rate r and meas-
ure the time taken by the user.

6. For each recommendation r in R do:
7.  Show detailed information about 

r and ask the user to rate r again.
8. Ask the user to rate the explan ation 

interfaces.

Instead of displaying the movie itself, 
the system randomly picked one of the 
recommendations and one of the possi-
ble explanation styles and presented the 
user with the explanation for the movie. 
We randomized the selection process for 
the recommendations and interfaces in 
order to minimize the effect of seeing 
recommendations or interfaces in a spe-
cial order. Next, the user was asked to 
rate the recommended movie by solely 
relying on the presented explanation for 
the recommendation, i.e., the title of the 
movie was hidden. If the users thought 
that they have recognized one of the rec-
ommended movies, they could inform 

the system about this fact and the rating 
for this movie/interface combination was 
consequently not taken into account. We 
additionally measured the time it took the 
user to submit a rating as to measure the 
efficiency of the user interface. Figure 5 
shows an example of the TC interface 
with the movie title hidden. 

After these steps had been completed 
for all recommended items, we presented 
the recommendations again to the user, 
this time showing the complete movie  
title and links to the corresponding movie 
information pages at Wikipedia, Ama-
zon and IMDb, see Figure 6. Users were 
instructed to read the detailed informa-
tion about the recommended movies 
and then asked to rate the movies again. 
At the end of the experiment, the us-
ers could give feedback on the different  
explanation interfaces (as to measure sat-
isfaction with the system) by rating the 
system as a whole on a 0.5 (lowest) to 
5 (highest) rating scale. Again, we rand-
omized the   order to account for biasing 
effects.

2.2   Hypotheses, Results and 
Discussion

According to Bilgic and Mooney (2005), 
an explanation that minimizes the differ-
ence between the ratings based on the 
explanation only and the rating based 
on more knowledge is desirable as it in-
creases the perceived effectiveness of the 
explanation interface. In case the rating 
based on the explanation interface is 
higher than the “informed” rating, the 
explanation presented causes the user to 
overestimate his or her own informed rat-
ing of an item, which is equivalent to a 
persuasive explanation. In the following 
section we will report and discuss the re-
sults regarding efficiency and satisfaction 
of the different explanation interfaces TC, 
PTC and KSE.

We tested two hypotheses. First, we 
hypothesized that users make decisions 
faster when using the tag cloud interfaces 
TC and PTC (H1: Efficiency). We believe 
this as we think that the visual nature of 
a tag cloud allows the user to grasp the 
content information inside a cloud more 
quickly. In the KSE approach, in contrast, 
the explanatory information is organized 
in a tabular view with same-size table en-
tries and a strength-field, which has to be 
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interpreted by the user first. On the other 
hand, the KSE approach provides more 
detailed information about the movies 
that influenced the strength of a key-
word, i.e., the user‘s affinity towards the 
given keyword. Due to higher complexity 
of the KSE approach and the way the in-
formation is presented there, we however 
conjectured that tag clouds can help us-
ers to decide faster. We further assumed 
that users enjoy explanations in the form 
of a tag cloud or personalized tag cloud 
more than in the KSE style as we assumed 

that tag cloud explanations are easier to 
interpret for the end user.

Efficiency
To test our hypothesis of improved effici-
ency of tag clouds, we analyzed the time 
measurement data which was automati-
cally collected during the second part of 
the experiments. Table 2 shows the mean 
times (in seconds) for submitting a rating 
after seeing the corresponding explanati-
on interface. We have run the Friedman 
test in conjunction with a post-hoc Ne-

menyi test in order to decide whether the 
reported differences are significant or oc-
curred by chance.

We can see in Table 2 that the time 
period for the tag cloud approaches is 
significantly shorter than for KSE. Thus, 
we can conclude that the data supports 
hypothesis H1 at a significance level of 
α = 0.05. The data in Table 2 also indica-
tes that the PTC method helps users to 
make decisions slightly faster than the TC 
approach, but the difference was not sta-
tistically significant.

Fig. 4. Rating tags of a given movie on a Likert scale of 0.5 to 5.

Fig. 5. Rating movies by solely relying on the explanation on a 
Likert scale of 0.5 to 5 (step 5).

Fig. 6. Rating movies after acquiring detailed information about the movies 
recommended before on a Likert scale of 0.5 to 5 (step 7).
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Satisfaction
Table 3 shows that users prefer the PTC 
approach over the TC presentation style 
and the TC style over the KSE method, 
which supports hypothesis H2. Again, the 
differences between the keyword-style 
explanations and the tag cloud interfaces 
TC and PTC are significant (α = 0.05) but 
no significant difference among the tag 
cloud interfaces could be found although 
the data indicates that users favor PTC-
style explanations. One possible reason is 
that tag clouds are in general capable of 
visualizing the context in a concise man-
ner and can thus help users to reduce the 
time needed to understand the context 
which in turn increases user satisfaction. 
As no significant difference is found bet-
ween using TC and PTC, one possible ex-
planation can be that instead of paying 
much attention to the color of the tags, 
some users may have directly made their 
judgment only based on the content and 
size of the tags.

3.  Summary and Outlook
In this paper, we introduced tag clouds as 
an explanation interface to recommender 
systems and have shown based on a first 
user study that visualizing explanations 
of recommendations based on this well-
known Web 2.0 concept can help to in-
crease both the users’ satisfaction with 
the system as well as the systems efficien-
cy measured in the time needed by users 
to make a decision. In practice, we see 
this as a further step to build more effici-
ent and effective recommender systems 
in the future.

In detail, our results show that users 
prefer tag cloud interfaces over keyword-
style explanations. We found this fact 

somewhat surprising as users preferred 
even the non-personalized explanation 
interface TC over the personalized KSE in-
terface. We assume that there are factors 
other than personalization such as the 
graphical representation, which play a 
crucial role for effective explanation inter-
faces. Our experiment also revealed that 
users need less time to come to a conclu-
sion when they are confronted with a tag 
cloud explanation interface.

Our future work includes an analysis 
of further quality dimensions of explana-
tions such as effectiveness and persuasi-
veness. We also aim to analyze in more 
detail, whether varying tag cloud attri-
butes such as tag position or font color 
influences the effectiveness of explana-
tions. Finally, we plan to conduct a larger 
user study in order to find out whether 
there are significant differences between 
the TC and PTC approaches.
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