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Abstract 

A significant obstacle to broad utilization of corpora is the difficulty in gaining access to the specific subsets of data and annotations 
that may be relevant for particular types of research. With that in mind, we have developed a web-based Data Access Interface 
(DAI), to provide access to the expanding datasets of the American Sign Language Linguistic Research Project (ASLLRP). The DAI 
facilitates browsing the corpora, viewing videos and annotations, searching for phenomena of interest, and downloading selected 
materials from the website. The web interface, compared to providing videos and annotation files off-line, also greatly increases 
access by people that have no prior experience in working with linguistic annotation tools, and it opens the door to integrating the 
data with third-party applications on the desktop and in the mobile space. In this paper we give an overview of the available videos, 
annotations, and search functionality of the DAI, as well as plans for future enhancements. We also summarize best practices and 
key lessons learned that are crucial to the success of similar projects. 
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1. Introduction 
Linguistically annotated video corpora for signed 
languages can be enormously valuable for research in 
linguistics and computer-based sign language recognition, 
with many other potential applications, including 
education. Construction of such corpora is 
time-consuming, and linguistically controlled data 
collection yielding high-quality video files requires 
resources and interdisciplinary collaboration. The 
substantial investment in corpus development will have 
greatest benefit if corpora can be shared widely.   

A significant obstacle, however, to broad utilization is 
the difficulty in gaining access to the specific subsets of 
data and annotations that may be relevant for particular 
types of research. With that in mind, we have developed a 
web-based Data Access Interface (DAI), to provide access 
to the expanding datasets of the American Sign Language 
Linguistic Research Project (ASLLRP), available at 
http://secrets.rutgers.edu/dai/queryPages/. The DAI 
facilitates browsing the corpora, viewing videos and 
annotations, searching for phenomena of interest, and 
downloading selected materials from the website.  We 
have also found these same tools invaluable for verifying 
the consistency of our annotations. 

Here we give an overview of available video files and 
linguistic annotations, summarize current functionalities 
of the DAI, and discuss directions for ongoing 
development. We also offer some lessons learned that 
might be of interest to others engaged in corpus 
management. 

 2. Available data sets 
The DAI now allows access to the National Center for 
Sign Language and Gesture Resources (NCSLGR) 
Corpus, ASL videos collected and linguistically annotated 
at Boston University.  Synchronized video files, available 

in compressed and uncompressed formats, show the 
signing from the front and side and include a close-up 
view of the face. Linguistic annotations of manual and 
nonmanual components of the signing have been carried 
out using SignStream® (Neidle 2002b) and are available 
in XML format. Manual signs are represented by unique 
gloss labels. Annotation conventions are documented  
(Neidle 2002a, 2007). 

Annotations are available for 19 short narratives (1002 
utterances) plus 885 additional elicited utterances, all 
from Deaf native signers of ASL (with most of these data 
coming from four signers). This constitutes a total of 
1,888 linguistically annotated utterances, including 1,920 
distinct canonical signs (grouping together close variants) 
and 11,861 total sign tokens. 

Linguistic annotations include the start and endpoints 
of each sign, identified by a unique gloss label, part of 
speech, and start and end points of a range of non-manual 
behaviors (e.g., raised/lowered eyebrows, head position 
and periodic head movements, expressions of the nose and 
mouth) also labeled with respect to the linguistic 
information that they convey (serving to mark, e.g., 
different sentence types, topics, negation, etc.). The 
annotations are available via an XML format.  For the 
DTD and documentation of the XML format, see 
http://www.bu.edu/asllrp/ncslgr-for-download/download-i
nfo.html.  

3. Functionalities of the interface 
As shown in Figure 1, the DAI user can search for 
specific text in gloss fields and can narrow the search to 
specific classes of signs or search for particular types of 
classifiers or parts of speech. Figure 2 displays a small 
section of the alphabetical listing of all signs (based on the 
selection in Figure 1), with sign variants grouped together, 
enabling the user to select a particular sign or variant (and 
potentially a specific signer).  Selecting FINISH from this  



 

Figure 1: DAI Screenshot showing sample search query  

 

 

Figure 2: DAI Screenshots showing subset of results  
  



 

 

 

Figure 3: Display of sentences with FINISH, with annotations selected for later download. 
 

 
 

Figure 4: User can view the detailed gloss, and play movies for the sign and the utterance in which it occurs from 
multiple viewpoints



chart would bring up the display in Figure 3, which 
includes still images of the relevant material; here the user 
can switch among the available camera perspectives for 
each annotation (frontal and face, in some cases also side 
and stereo camera view), and mark annotations for later 
download. It is also possible to play back online the 
videos corresponding to just the sign FINISH or to the 
utterance containing it, and to display a more complete 
transcription (Figure 4). 

After annotations have been marked for later 
download, users can call up the download tool. This tool 
allows them to select which specific video files to 
download for the selected annotations, where the available 
choices are sign only, the utterance containing the sign, or 
the entire story video in which the sign occurs, or any 
combination of these (along with the linguistic 
annotations in the XML format). This greatly increases the 
utility of the DAI, as it is possible to focus on specific 
signs or linguistic phenomena, and easily obtain a 
collection of all available videos that exhibit them. 

 
4. Best practices and lessons learned 

Managing large corpora and making them available to the 
community entails a unique set of challenges. We present 
some key lessons that we believe are essential to the 
success of any similar project. 

4.1. Presentation of data 

Presenting signs as still images saves users and 
annotators time and effort. If the start and end frames of 
each annotation are presented as thumbnail images, users 
may be able to detect at a glance whether an annotation is 
of interest. As compared with having access only to 
videos (which are time-consuming to watch), availability 
of still images also greatly speeds up validation and 
consistency checks – if an annotation is inconsistent with 
the other ones in the same category, it is likely to manifest 
in a difference in still frames. 

4.2. Resource Management 

Keep metadata separate from file names and assets. 
Enforcing a consistent coding scheme across thousands of 
file names and file headers is nearly impossible. It is much 
easier to keep metadata consistent and up-to-date if it is 
encoded in a centralized spreadsheet or database. Note 
that although it may seem to be useful to have some 
indication of the file’s contents in the file naming 
convention, the downside is that if any of the metadata 
changes or is corrected later, the file name also would 
have to be updated to reflect the change, which can break 
existing external links to the asset.  
 
Designate only one asset as the authoritative source on 
metadata, and auto-generate other assets from there. 
Having metadata available in multiple formats is often 
unavoidable; for example, it may need to be present in the 
database tables, in a spreadsheet for easy manipulation by 
the team maintaining the corpus, as a web page, and in a 

textual format for easy distribution to third parties. 
Unfortunately, there is a high risk of ending up with 
conflicting metadata for assets, which would result in 
having to sort out the conflict manually in a laborious 
process. It follows that only one of these formats can be 
updated with new and corrected information, and it must 
be very clear throughout the lifecycle of the project which 
one it is to be. Moreover, all other metadata assets need to 
be automatically (i.e. programmatically) generated from 
the authoritative source, so as to avoid introducing 
inconsistencies due to human error. Automating this 
process also makes it more likely that the information is 
always kept up-to-date across all formats. 

Separate file location and names. Files can move, as 
systems are upgraded, or redundancy is built in. If the 
location is encoded separately, only this part needs to be 
updated, rather than every link to a file. The DAI uses a 
two-part schema of the form: 

<url prefix> <path to file> 

where URL prefix points to a location on the server that 
hosts a collection of related content, such as all XML 
annotation files, or all videos from a specific camera. 
Moving the collection to a different location entails 
updating only a single row in the table that contains the 
affected URL prefix. 

Be mindful of cross-platform issues. Different operating 
systems have different restrictions on file names; for 
instance, colons are not allowed on Windows. This can 
cause problems both for users who want to download the 
data sets, and for copying the data across hard drives with 
different file systems (such as copying from HFS+ to 
NTFS and vice versa). In a large corpus that has 
thousands or even tens of thousands of assets, running 
into these problems can result in significant delays and 
expenses. Choosing the intersection of all the restrictions 
on Windows, Mac OS X and Unix variants – or even 
restricting file names to alphanumeric characters – is the 
safest way to proceed, and should be planned and done 
before any of the data are collected.  

4.3. Development Processes 

Plan for continuity. In an academic environment, the 
design and development must be managed by a project 
lead, who can commit long-term, and who has the skills to 
review other contributors’ designs and code. Leaving 
students, who can drop out at any moment or graduate, in 
charge of the project will induce significant expenses and 
delays. The project lead, in particular, must understand the 
overall design of the project, so as to hold hands with new 
members while they get up to speed on the design and 
code. 

Use version control on all source files and third-party 
libraries. The time will come when a bug is introduced 
that can be triaged only by investigating an earlier project 
revision. Any third-party dependencies must be included 
in those revisions to guard against the possibility of newer 



 

 

versions of a library being incompatible with the older 
version of the source code, or the case where a third-party 
library introduces a bug. Having version control also 
allows for easy separation of development and release 
branches, and makes it easy to fix bugs on the release 
branch, without having to wait for the development 
branch to get into a releasable state. Modern distributed 
version control systems, such as Git and Mercurial, make 
this mode of development especially simple and painless 
for the developers. 

4.4. Database Design 
Think queries, not data format. The types of queries 
that need to be supported drive the design of the database 
and the tables. They inform every decision that pertains to 
the tables, the relationships between tables, database 
views, and choice of indices, and can result in a 
representation of the annotations that is markedly different 
from the one chosen for the annotation file format. Doing 
the design off the annotation file format is a sure way to 
run into data management and performance problems 
down the road. For a concrete example, consider the 
organization of information in tiers in the annotation file 
formats and in the program chosen to carry out the 
annotations. If two tiers are tightly linked – such as in the 
case of tagging a gloss with the part of speech and the 
canonical form of the sign –, queries are much more 
efficient if this linkage is made clear in an explicit 
relationship in the database tables, rather than using a 
generic tier model. 

Use a collection of tags. Standardized tagging of 
annotations (e.g., is a sign fingerspelled? plural? does it 
use a non-standard location? etc.) provides a powerful and 
efficient way to search for specific linguistic phenomena. 
In fact, in the DAI the distinctions among lexical signs, 
loan signs, classifiers, name signs, fingerspelled signs, 
indexed signs, and gestures are implemented in this 
manner (see also Figure 1). In the annotation file formats 
some of this information may come from separate tiers or 
be implicit in the naming conventions of glosses. In the 
DAI database population process, however, this 
information is extracted and put in an explicit relationship 
with the annotations, as explained in the previous point on 
queries. 

5. Plans for future development and 
integration of additional data types 

Planned enhancements to the DAI include: 
1) Integration of other types of corpora; 
2) Functionalities to enable additional types of 

searches; 
3) Providing annotations in additional formats; 
4) Display of various kinds of statistical 

information; 
5) Integration of new technologies, as they become 

available. 

5.1. Integration of additional types of corpora 
The interface will be modified to allow integration of 
other types of corpora, including the American Sign 
Language Lexicon Video Dataset (ASLLVD), a corpus 
containing over 3,000 citation forms of lexical signs, each 
produced by between 1 and 6 native signers, resulting in a 
total of about 9,000 tokens, which have been annotated for 
start and end handshapes, among other things (Neidle et 
al. 2012).  Design decisions will have to be made about 
how best to allow users to move easily among the 
different types of data sets, e.g., to look up a sign to see 
variations in production of citation forms by different 
signers, and to see the sign in context in examples from 
our corpus of continuous signing. 

We would also like to allow access, through this 
interface, to portions of the Deaf Studies Digital Journal 
(DSDJ) http://dsdj.gallaudet.edu/, edited by Ben Bahan 
and Dirksen Bauman. (See also 
http://www.gallaudet.edu/News/Pioneering_digital_journa
l_to_launch_November_4.html.) 

5.2. Additional search functionalities 

It will, before long, be possible to search for  
• Grammatical constructions, such as questions (of 

various types), negations, conditionals, relative 
clauses (correlatives), topics;  

• Nonmanual signals, such as eye aperture, head tilt, 
raised/lowered eyebrows, body lean; 

• Words in the English translation field. 
Searches for text based on Sign ID (represented by a 
unique English-based gloss label) corresponding to a 
specific ASL sign will include the ability to restrict text 
searches to whole word (by default) or to search for text 
strings. We will incorporate searches based on: 
• Video properties: e.g.: types of available viewpoints 

(frontal, side, stereo, face); availability of color video 
• Availability of calibration data 
• Subject wearing long/short sleeves 
• Subject wearing glasses. 

We will also explore the possibilities of allowing searches 
to be based on: 
• Frequency (making it possible to search for items 

that have a minimum number of tokens); 
• Sign duration; 
• Number of subjects (making it possible to search for 

productions of a minimum number of signers); 
• Specific signers (making it possible to view the set of 

productions of one or several individuals); 
• Characteristics of signers (particularly as the corpus 

grows), such as gender or age range. 
Furthermore, since the new corpora will include other 

types of annotations, we will also need to extend the 
search functionalities to enable appropriate searches of 
those data sets.  This will include the ability to limit 
searches to specific sign types (lexical signs, index signs, 
classifier constructions of different types, fingerspelled 



 

 

signs, loan signs, name signs).  We will also provide a 
way to search for the initial and/or final hand shape for the 
sign, or other phonological properties of the sign (e.g., 
signs containing a particular hand shape or movement 
type, or signs articulated with one or two hands).  

We welcome suggestions about features that might be 
useful for different communities of potential users.  This 
web-based interface could be especially useful for those 
who use ASL as a primary language and for those learning 
the language. We will be working with prospective users 
from these groups to design tools to facilitate the kinds of 
access that might be anticipated.   

5.3. Annotations in other formats 

Although the annotations currently are available in an 
easy-to-parse SignStream-specific XML format, we 
realize that researchers have their own preferences with 
respect to what annotation software they use. We plan to 
make the annotations, at a minimum, available in the 
ELAN EAF format and welcome suggestions as to what 
other formats should be supported. 

5.4. Display of statistical information about the 
corpora 

We plan to add functionality to view statistics about 
common metrics for measuring the size of the available 
corpus, including number of utterances, signs, length of 
the videos, size in MB, and so on. These numbers will 
make it possible to compare the key characteristics of the 
corpus to related work at a glance. 

5.5. Integration of new technologies for display 
of, and access to, data, as they become available 
Our future plans include the display of information on 
annotations in new ways. One of these ways consists of 
integrating data that can be measured by a computer as 
opposed to humans, such as graphs and numbers showing 
changes in eyebrow height and head movement for large 
samples of the corpus.  

We also plan to facilitate the integration of the data 
with third-party and mobile applications. The biggest 
promise of having the DAI available on the web, as 
opposed to distributing it off-line, lies in making it 
available as an online service, such that cloud-based 
applications can take advantage of it. For example, a sign 
language dictionary available on mobile devices would be 
able to search for and retrieve concrete usage examples 
for the sign in question, which can be an invaluable tool 
for second language learners. Taking this approach will 
also enable other creative ways to use a corpus that we 
have not yet even envisioned. 

 
6. Resources 

• Database access interface:  
http://secrets.rutgers.edu/dai/queryPages/ 

 
• XML file format and DTD: 

http://www.bu.edu/asllrp/ncslgr-for-download/d
ownload-info.html. 
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