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ABSTRACT approach conceptual and linguistic levels.
In other words, we shall use
epistemological primitives and functions,
This paper introduces KL-Conc language, represented in KL-Magma, a version of
a Knowledge Representation Language based KL-ONE  (see IV), to represent abstract
on KL-Magma, which is a version of KL-ONE. objects and operations relying upon the
The aim of KL-Conc is to simulate conceptual operations of natural language.
conceptual operations underlying natural . .

language. Relationships and differences _ Following these assumptions, we have
between KL-Conc and KL-ONE are also designed and implemented a language
discussed (KL-Conc) which tries to simulate certain
’ conceptual operations underlying the use of
natural language. Words, syntactic
relations and so on, may be described in
INTRODUCTION terms of conceptual operations such as
individuation of real world objects,
evaluation of properties of objects, test

Brachman (1979), in examining semantic
network theories, makes a classification in
five levels: implementational, logical,
epistemological, conceptual and linguistic.
Starting from this classification, Brachman
develops his epistemological approach to
knowledge representation which may be

as follows: definition of
knowledge structuring primitives such as
concepts, roles and structural descriptions
and the relationships between them such as

summarized

cables and wires (Structured Inheritance
Networks (Si-Nets)). Within this paradigm,
the KL-ONE knowledge representation

language has been designed and implemented.

The most relevant features of this proposal
are:
a) a semantic network theory well defined
from a semantic viewpoint;
b) the overcoming of the logical approach
by individuating operations qualitatively
different from those of Logic (Brachman and
Israel 1981).
I GOALS AND OBJECTIVES

Our current hypothesis is to start

from the epistemological level in order to

of configurations of objects and so on. We

shall explain our claim providing examples
taken from the Italian language.
From a conceptual viewpoint, the Italian
definite and indefinite article (il, un)
may be described as follows:
individuation of a specific real world
object:

1. ho visto il bambino con i capelli

rossi

(I saw the child with red hair)

individuation of any one real
2. ho visto un bambino
(I saw a child)

world object:

assertion of properties of an abstract
prototype:
3. Il (un) cane ha quattro zampe
(A dog has four paws)

Operations of this kind are those simulated
by KL-Conc language. This allows us to
directly describe linguistic entities in
terms of KL-Conc language. Consequently
this means the possibility of describing

linguistic entities in
operations.

terms of conceptual
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KL-CONC

KL-Conc is a knowledge representation
language whose functions aim at simulating
those typical of the conceptual system
underlying natural language.

Most KL-Conc functions can be viewed
as macros of KL-Magma functions structured
in MAGMA-LISP syntax. In this way, KL-Conc
assumes a different external organization
from KL-Magma language. The relationship
between KL-Magma and KL-Conc consists in
the fact that KL-Conc semantics is based on
the KL-Magma semantics. The latter, with
its clearness and expliciteness, ensures
transparency to KL-Conc.

KL-Conc functions handle real world
objects which are internally represented as
KL-Magma abstract data types.

The main features of KL-Conc are the
following:

- real world objects can have arbitrary
names; prototypes and individuals can have
the same name:

user (ANYONE table)

system table3

- real world objects <can be accessed by
means of testing properties or
configurations:

user (ANYONE  (TEST_PROPERTIES_NUMBFR
leg 4))

system table14

real world objects can be accessed
according to their appearance in the time
flow:
user (LAST)
system cupboard6

- functions operate on two different kinds
of memory:

a)long-term memory: it is represented in
KL-Magma data structures and is divided in

generic and individual knowledge (like
KL-ONE); it is created and increased in an
assertional way with the aid of
metadescription (see VI).

b)working-memory: it enables to perform
search and activation of objects according
to the time flow; for instance, it allows

the user to refer to the objects using
anaphorical references.

Some KL-Conc functions may be viewed
as quantifiers; however, they are quite
different from the logical ones since
performing on an epistemological structure.



Furhermore, they are integrated with
complex tests controlling

entities in the network, testing local and
non local constraints such as conceptual
relationships, modality, cardinality and so
on. This allows us to perform global

operations which assume a natural aspect:
they put together a set of epistemological
functions whose semantics is similar to the
conceptual operations underlying natural
language (see example 1. in 11, where the
PP "con i capelli rossi" contributes to
determine the individuation of a real world
object).

Let wus now describe some KL-Conc
functions in order to clarify the ways in
which they handle Si-Nets.

ANYONE (arbitrary name)
it returns one Individual concept which
individuates the generic concept named by

arbitrary_name,
present);

verifying the test (if

GOME (arbitrary_nane)
it works like ANYONE except that it returns
a set of individual concepts.

TEST_PROPERTY_VALUE (arbitrary_name)
it verifies whether the value of an
instance role is equal to arbitrary_name.

LAST (arbitrary_name)
it returns the last
activated according to
test (if present).

concept created or
arbitrary_name or

NEWIND (arbitrary_name)
it creates a new individual concept and

establishes it as individuator of the
generic concept named by arbitrary_name. |If
the generic concept does not exist it is
created. When a description of the
individual concept is given, it is used to
infer the description of the generic

concept; for this purpose META-KL-Magma is
invoked when needed.

Vi META-KL-MAGMA

META-KL-Magma is a representation of
KL-Magma formal objects in KL-Magma. This
capability of metadescription is like that
described in KL-ONE paradigm. At present,
our system uses metadescription of KL-Magma
to test correctness of KL-Magma structures
created by KL-Conc language. The concept of
correctness is adopted by the system as a
criterion to complete incomplete KL-Magma
structures, in this way increasing
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long-term memory.

This capability is required by the
fact that by wusing KL-Conc one can make
weak statements in comparison with KL-Magma
formalism; in this case META-KL-Magma can
contribute to reduce weakness.

Let us
long-term
expression

(NEWIND rose (ADD_PROPERTY_VALUE red))
the following KL-Magma structures are
created (see Figure 2):

instance,
KL-Conc

imagine, for
memory  as empty. Py

Figure ?

interpreting that every individual concept
must be related to a generic concept and
that every instance role must satisfy a
generic role. It is not correct to put red
(generic) as V/IR of the generic role of
rose because the V/R can be a more general
concept than red. Nevertheless, it is
obligatory to close the hierarchies at
generic knowledge level by inserting a
possible V/R in the generic role structure
and to establish its relation with red
(generic). This leads META-KL-Magma to ask
the user the concept which enters as
possible V/IR of the generic role of rose.
In this . way the user interacts with
KL-Magma via META-KL-Magma, using only
arbitrary names or keywords of KL-Magma
shown by the system.

This capability of interpreting the
abstract syntax of the conceptual system s
also shown by human behaviour. When
hearing the following sentence:

"in the cell there is the cytoplasm"
a speaker with no knowledge of biology can
associate the two items, cell and
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structural
unable to

cytoplasm, in a mutual
relationship. However, he is

describe the single items as he does not
know to what conceptual field they belong.
When questionned about cell and cytoplasm

he can answer according to the information

given by the sentence (or paraphrasing it);
furthermore, he can also realize why he
cannot answer further questions whose
interpretation involves knowledge about
facts not present in the sentence. By
META-KL-Magma we try to simulate this

capability of "syntactic" metadescription

which is independent from the effective
data of knowledge. In  other words, it
consists in finding mechanisms able to
increase the knowledge base without
referring to the knowledge about real world
objects.
VIl CONCLUSIONS
KL-Conc tries to give answers to

the framework of KL-ONE
1992). In fact, by
investigate the
Terminological Box
(A-Box), as
1982).

issues discussed in
(Schmolze and Brachman,
KL-Conc we intend to
relationships between

(T-Box) and Assertional Box
claimed in (Brachman and Levesque,

KL-Conc is a means used to investigate
the ways by which generic and individual
knowledge are integrated and used in

assertions. It can be viewed as a way to

refer to and use T-Box in an intuitionistic
manner, assuming T-Box as a reference
scheme invoked when needed.

Furthermore, the capability of KL-Conc
to cooperatively complete incomplete
information given by assertions is a means
of building a dynamic system. This system
can use its own knowledge but, at the same
time it can create new knowledge by
interpreting its own structure.

This is a possible way, intermediate
between KL-ONE and JARGON (Woods, 1979), to
overcome the difficulties of interacting
with a Sl-Nets. In fact, while in KL-ONE
the user must know the SI-Nets model, in
JARGON the difficulties are partially
overcome by using a rigid, restricted
English-like language.

In KL-Conc the user is required only to

know a set of <conceptual operations that
simulate the ones he naturally performs
using natural language.
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