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confidence level. This is the most sensitive measurement to date, imposing additional
constraints on new physics models.
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1 Introduction
Studies of rare decays of hadrons have long been considered one of the most promising meth-
ods for searching for new physics. Small contributions from new physics effects are more easily
detected against the backdrop of smaller Standard Model (SM) contributions. Decays mediated
by flavor-changing neutral currents, which are forbidden at leading order, have been studied
in various experiments [1–19]. These studies have primarily focused on rare decays of bottom
and strange hadrons involving b → s and s → d currents. In contrast, rare decays of charmed
hadrons that are mediated by the c → u transition, which tend to have smaller SM predictions,
have been less popular and consequently less studied. In this note, charge-conjugated decay
modes are implied when decays are mentioned.

The primary distinction between rare decays of charmed and those of bottom and strange
hadrons is that the loop contributions in charm decays are mediated by lighter quarks. This
leads to substantial long-distance contributions, which are challenging to predict analytically.
As a result, the SM predictions become less reliable, limiting the interesting regions for new
physics searches mainly to contributions that substantially exceed those predicted by the SM.

The rare decay of the D0 meson into two muons is one such interesting case. Various new
physics models [20–22], including those involving leptoquarks, R-parity violating supersym-
metry, and extra fermions or gauge bosons, predict enhancements in this decay rate. The SM
prediction for the branching fraction is of order of 3× 10−13 [22]. The most sensitive experi-
mental search to date, which was conducted by the LHCb collaboration, set an upper limit for
B(D0 → µ+µ−) at 3.5× 10−9 at 95% confidence level (CL) [23]. This value is four orders of
magnitude larger than the SM prediction, indicating a substantial unexplored territory.

In this note, we report on the measurement of the D0 → µ+µ− branching fraction based on
proton-proton collision data collected by the CMS experiment in 2022–2023 at a center-of-mass
energy of 13.6 TeV, corresponding to an integrated luminosity of 64.5 fb−1. This is the first
publication utilizing the high-rate double muon trigger [24] developed for CMS Run 3 and the
first public result of the D0 → µ+µ− branching fraction measurement at CMS.

2 Analysis strategy
One of the main challenges in the search for D0 → µ+µ− decays is identifying a subtle signal
among a large number of background events. We look for the signal in the cascade decays of
the D∗(2010)± mesons, i.e., D∗+ → D0π+. Though this approach reduces the event yield by
about a factor of four [25] relative to inclusive D0 production, it reduces the dominant com-
binatorial background by orders of magnitude. It also allows the signal extraction using two-
dimensional unbinned maximum likelihood (UML) fit on the D0 candidate mass m(D0) and
the mass difference between the D∗+ and the daughter D0 meson ∆m = m(D∗+)−m(D0). The
mass difference ∆m is a powerful observable for suppressing the background as it yields a nar-
row distribution by canceling out the muon resolution effect. In addition to the combinatorial
background, signal-like signatures can be caused by misidentified muons originating from the
decay in flight of pions and kaons. While their contributions tend to be negligible compared
to the dominant background, they require a reliable estimation of the misidentification rates to
avoid biasing the signal extraction.

Given the limited precision of the D∗ production cross section at the LHC, a direct extraction
of the branching fractions of the D0 → µ+µ− decay would be affected by a large uncertainty.
Therefore, the branching fraction is estimated with respect to the D∗+ → D0π+, D0 → π+π−
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decays (normalization channel), which are collected with the “zero bias” triggers, where the
only requirement is a proton-proton bunch crossing. We determine the branching ratio for
D0 → µ+µ− using

B(D0 → µ+µ−) = B(D0 → π+π−)
ND0→µ+µ−

ND0→π+π−

εD0→π+π−

εD0→µ+µ−
(1)

where Nx is the number of fitted candidates for the decay x, and εx is the corresponding full
selection efficiency.

The D0 → K−π+ process is not used as it has a larger kinematic difference from the signal and
is only employed for cross-checking the D0 → π+π− normalization.

Another advantage of measuring the branching fractions with respect to the normalization
channel is that it allows for a cancellation of many systematic uncertainties in the selection and
reconstruction efficiencies of the signal. This becomes particularly valuable in addressing un-
certainties caused by the mismodeling of the D meson production contribution from cc and bb.
The selection efficiencies are measured using control samples in data, while MC simulations are
used to take into account differences between the final states.

The displaced D0 vertex is one of the most powerful discriminators for separating signal de-
cays from the combinatorial background. Although the mean lifetime of the D0 is relatively
short (cτ = 0.123 mm) when compared to the vertex resolution, D∗+ → D0π+ decays originat-
ing from B-hadrons tend to have a more displaced D0 vertex, thanks to the significantly larger
mean lifetime of B-hadrons (cτ ranges from 0.455 to 0.491 mm). On the other hand, prompt
D∗± reconstruction can benefit from vertexing the soft pion originating from the D∗± meson
with the primary vertex (PV), which improves the ∆m resolution and reduces some of the com-
binatorial background. The analysis is optimized by considering both production mechanisms,
focusing on achieving the best sensitivity for D0 → µ+µ− signal extraction.

To reduce unintentional bias, the analysis employs a data blinding strategy consisting of hiding
the branching fraction results in the fit and using 12.5% of unblinded data for the analysis
development.

3 The CMS detector
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diame-
ter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip
tracker, a lead tungstate crystal electromagnetic calorimeter, and a brass and scintillator hadron
calorimeter, each composed of a barrel and two endcap sections. Forward calorimeters extend
the pseudorapidity η coverage provided by the barrel and endcap detectors. Muons are mea-
sured in gas-ionization detectors embedded in the steel flux-return yoke outside the solenoid.
A more detailed description of the CMS detector, together with a definition of the coordinate
system used and the relevant kinematic variables, can be found in Ref. [26].

The silicon strip tracker in combination with the pixel detector measured charged particles
up to |η| = 3.0 with typical resolutions of 1.5% in pT and 20–75 µm in the transverse impact
parameter [27] for nonisolated particles with 1 < pT < 10 GeV. Muons are measured in the
range |η| < 2.4, with detection planes made using three technologies: drift tubes (DTs), cathode
strip chambers (CSCs), and resistive-plate chambers. Matching muons to tracks measured in
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the silicon tracker results in a relative pT resolution, for muons with pT up to 100 GeV, of 1% in
the barrel and 3% in the endcaps [28].

Events of interest are selected using a two-tiered trigger system. The first level (L1), composed
of custom hardware processors, uses information from the calorimeters and muon detectors to
select events at a rate of around 100 kHz within a fixed latency of about 4 µs [29]. The second
level, known as the high-level trigger (HLT), consists of a farm of processors running a version
of the full event reconstruction software optimized for fast processing, and reduces the event
rate to the order of kHz before data storage [30]. In CMS Run 3 a new double muon trigger
was designed using the data parking technique [24], operating at high rates with low trigger
thresholds.

4 Data and Monte Carlo simulation
The analysis is performed using two primary HLTs. Signal events are collected with the low-
mass double muon trigger, requiring the minimum transverse muon momentum to be 4 GeV
and 3 GeV for the leading and trailing muons, respectively. To select the reference D∗+ →
D0π+, D0 → π+π− events, we used a trigger that collected events from all colliding bunches,
with an effective reduced rate (prescale) of the order of (1.3− 1.5)× 106.

We used multiple samples of MC simulated events to evaluate the signal efficiency, the de-
tector response, and the background yields. The simulated event samples are generated with
PYTHIA 8.212 [31] using the CP5 underlying event tune [32] and propagated through the CMS
detector model using the GEANT4 [33] package. The decays of B hadrons are simulated us-
ing the EVTGEN 1.3.0 [34] program and final-state photon radiation is described using PHOTOS

3.56 [35].

Multiple interactions within the same or nearby bunch crossings (pileup) are simulated for all
samples by overlapping the hard-scattering event with several minimum bias events, with a
multiplicity similar to the one observed in data (averaging to 46 for 2022 and 52 for 2023).

5 Event reconstruction and selection
The candidate selection for D∗+ → D0π+ decays consists of two major parts: preselection, and
final selection. The preselection includes efficient background rejection requirements that are
largely independent of each other and constrained by trigger requirements. The final selection
employs a multivariate analysis (MVA) to achieve optimal background rejection using several
observables, except those used in the final fit.

The preselection begins with the reconstruction of D0 → µ+µ− and D0 → π+π− candidates.
The selection criteria are kept as consistent as possible between the two channels to minimize
the systematic uncertainty on the acceptance and efficiency for the branching fraction mea-
surement. The D0 trajectory is extrapolated to the beam line. The absolute distance between
the closest point on this trajectory and the PV in 3D space is defined as the impact param-
eter. The PV with the smallest impact parameter is selected as the most suitable PV for the
D∗+ → D0π+ decay candidate. Subsequently, a soft pion candidate is selected from the list of
available charged tracks, and its compatibility with the PV is checked. No additional require-
ment is applied on the soft pion.

Each muon candidate must be reconstructed using both the “tracker muon” algorithm, which
extrapolates a reconstructed track in the inner tracker to the muon system with loose matching
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to DT or CSC segments, and the “global muon” algorithm, which combines compatible tracks
from the muon system with those from the inner tracker. These candidates are required to pass
the loose muon identification [28] and have a high-quality inner track [36]. This combination of
requirements effectively rejects the majority of poorly reconstructed muon candidates. Using
special MC simulation samples with simulated hit information available for all interactions,
we estimate that the fraction of muon candidates not originating from heavy flavor decays or
decays in flight is of the order of 0.2% and can be neglected.

The tracks of the D0 candidates are refitted to a common vertex using the standard CMS kine-
matic vertex fitting package [37]. The PV is refitted using only those tracks that are tightly
associated with the PV and the soft pion. The refitted PV corresponds to the D∗ candidate ver-
tex and is used to extract the D∗± vertex probability. The refitted soft pion momentum is used
for D∗ candidate reconstruction.

A complete list of preselection requirements for D∗+ → D0π+ candidate selection is:

• pT > 4 GeV and |η| < 2.4 for decay products of D0

• D0 reconstructed mass is in [1.75, 1.95] GeV

• D0 refitted mass is in [1.81, 1.94] GeV

• reconstructed ∆m is in [0.135, 0.160] GeV

• refitted ∆m is in [0.140, 0.150] GeV

• refitted D0 pointing angle less than 0.1

• D0 vertex probability > 0.01 to match the trigger requirement, which is 0.005

• D∗± vertex probability > 0.1

• D0 flight length significance in 3D greater than 3

There can be multiple candidates reconstructed for the same signal event. Most of them have
the wrong soft pion, which leads to an incorrect ∆m estimation that looks like background.
Such candidates are included in background modeling and will not bias signal extraction in
the fit. The absolute efficiency after the preselection is 6.35× 10−4 (7.30× 10−4) for simulations
of the D∗+ → D0π+, D0 → µ+µ− (π+π−) process.

6 Multivariate analysis
After applying the preselection requirements, some of the remaining signal-background dis-
criminating observables show significant correlations. To achieve optimal performance, we
employ a multivariate analysis to construct a single, more powerful discriminator (MVAD).
For this purpose, we use the XGBOOST library [38], which implements an advanced gradient
boosting decision tree algorithm.

The training is performed on the simulated D0 → µ+µ− signal events and the right side bands
of the ∆m distribution, ∆m ∈ [0.150, 0.155] GeV, in data, with mass window m(D0) ∈ [1.81, 2.45]
GeV, as the background events. The contribution of true D0 decays to the background is neg-
ligible and does not impact the training. The samples are divided into five groups and trained
using k-fold cross-validation. This method ensures that we can classify all events in the data
set and guarantees that no event is predicted by a classifier that was trained on the event itself.

The list of variables used as input to the MVAD includes:

• leading muon pT
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• trailing muon pT

• pT of the soft pion

• D0 pointing angle

• D0 flight length significance in 3D

• D0 vertex probability

• D∗± vertex probability

• the 3D impact parameter of the D0 candidate with respect to the selected PV

• the significance of the 3D impact parameter of the D0

• D0 mass resolution over D0 mass

Since our training is partially conducted on simulated signal events, with the potential mis-
modeling of detector effects and D∗ production, it cannot fully represent the true performance.
To address this, we use D0 → π+π− zero bias data to evaluate the actual MVAD performance.
We apply MVAD selection requirements in both the signal and normalization channels so that
the major systematic uncertainties and mis-modeling effects are canceled out in the ratio. The
MVAD selection efficiencies are similar between the D0 → µ+µ− and D0 → π+π− processes
and the residual difference is considered in the efficiency correction. The MVAD selection has
a 72% signal efficiency while rejecting 80% of the background events.

7 Maximum likelihood fits
In order to extract the results, we perform UML fits on both normalization and signal channels.

7.1 Normalization channel

The normalization channel D∗+ → D0π+, D0 → π+π− serves as an input to measure the
signal branching fraction, as described by Eq. 1. The events are collected using the zero bias
trigger, which has a fairly stable prescale at L1 and HLT making the conditions representative
of the signal channel.

The yield of D∗+ → D0π+, D0 → π+π− is determined with a two-dimensional (2D) UML
fit to the dipion invariant mass (denoted as mππ) and the D∗–D0 mass difference (denoted as
∆m = m(ππ)π −mππ).

The fit is implemented with RooFit tools [39] with the following components:

• signal D∗+ → D0π+, D0 → π+π− decay, denoted as “D∗, D0 → ππ ”;

• background from D∗+ → D0π+, D0 → K−π+ process, denoted as “D∗, D0 → Kπ ”;

• combinatorial background events;

• other non-D∗ D0 → π+π− contributions, denoted as “non−D∗, D0 → ππ ”;

• other non-D∗ D0 → K−π+ contributions, denoted as “non−D∗, D0 → Kπ ”;

The individual probability density functions (PDFs) for each component are described as fol-
lows:

• Model for signal D∗, D0 → ππ events: the shape for mππ is modeled with a sum
of two Gaussians with a common mean, and the shape for ∆m is a sum of three
Gaussians, also with a common mean value. The PDF parameters are obtained from
a fit to a large control sample of D∗, D0 → ππ events.
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• Background D∗, D0 → Kπ model: the D0 → K−π+ peak in mππ is shifted to
the left-hand side due to an incorrect mass assignment in the D0 → π+π− recon-
struction. An exponential function and a Gaussian function are used to model the
shape for mππ and ∆m, respectively. The parameters are obtained from the fit to the
simulated events and the exponential parameters are floated in the data fitting.

• Combinatorial background model: combinatorial background events are modeled
with an exponential function in mππ, with a reduced RooDstD0BG function [40]:

P(m |m0, A, B, C) =
(

1− exp
(
−m−m0

C

))
·
(

m
m0

)A

, (2)

where the linear term is dropped to improve the stability. The model parameter m0
is the kinematic threshold and is fixed to the pion mass, and the shape parameters
A and C are determined from fits to data.

• Model for non−D∗, D0→ ππ events: the model for mππ is in common with signal
D∗, D0 → ππ events, but the shape for ∆m is assumed to be the same as in the
combinatorial events.

• Model for non−D∗, D0 → Kπ events: similar to the non−D∗, D0 → ππ, the mππ

model is shared with D∗, D0 → Kπ, but ∆m is assumed to be the same as the com-
binatorial component as well.

To determine the model parameters, we fit D∗, D0 → ππ events in a control sample collected
with the double muon trigger in 2022 and 2023. The shape is then corrected based on the shape
difference between the D∗, D0 → Kπ control samples collected with the double muon trigger
and the zero bias trigger. Since the non−D∗, D0 → Kπ component turns out to be negligible, it
is not included in the fitting configuration for the sake of stability. The D0 → KK process is not
considered as its reconstructed mass falls below 1.81 GeV under the dipion mass hypothesis.

Fitted event yields and graphs after the MVAD selection are shown in Table 1 and Figure 1
respectively.

Table 1: Fitted yields with zero bias events after MVAD selection.

Parameter Fitted mean Error
D∗, D0 → ππ yield 195 −17/ + 18
D∗, D0 → Kπ yield 74 −19/ + 23
Combinatorial yield 140 −19/ + 21
non−D∗, D0 → ππ yield 0 Limit/ + 8

7.2 Signal channel

The decay branching fraction (and the associated upper limit) of D0 → µ+µ− is extracted using
a 2D UML fit on the invariant mass of D0 meson candidates (denoted as mµµ) and D∗–D0 mass
(denoted as ∆m = m(µµ)π −mµµ).

The fitting model is constructed using RooFit interfaced with the Combine tool [41], which
is responsible for performing UML fit and upper limit evaluation. In the fit the following
components are included:

• signal D∗+ → D0π+, D0 → µ+µ− decay, denoted as “D∗, D0 → µµ ”;

• peaking background from D∗+ → D0π+, D0 → π+π− → µ+νµ µ−νµ process, de-
noted as “D∗, D0 → ππ → µµ ”;
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Figure 1: Dipion invariant mass mππ (left) and D∗–D0 mass difference ∆m (right) from the
reconstructed candidates from zero bias samples after MVAD selection.

• semileptonic background from D∗+ → D0π+, D0 → π−µ+ν process when the
charged pion is misidentified as a muon, denoted as “D∗, D0 → πµν ”;

• combinatorial background events;

The semileptonic background D∗+ → D0π+, D0 → π−µ+ν is included since it exhibits a peak-
ing distribution in ∆m when the dimuon mass is close to the D0 mass, indicating that the neu-
trino carries away less energy. It has a 2–3% impact on the signal extraction. There is a corre-
lation between the mµµ and ∆m distribution, such that the closer the mµµ is to the D0 mass, the
narrower the ∆m peak. We use an uncorrelated 2D PDF for its modeling, and the correlation
effect is considered in the fit bias uncertainty.

The non-D∗ D0 → µ+µ−, D0 → π+π− → µ+νµ µ−νµ , and D0 → π−µ+ν contributions are
not expected to make any impact on the measurement, as they are mostly rejected by the
∆m requirements. Their contributions have been considered in the fit and found to be neg-
ligible. The parameter of interest is the D∗, D0 → µµ signal strength with respect to the
expected yield. Normalizations of the peaking components, including signal D∗, D0 → µµ,
D∗, D0 → ππ → µµ, and D∗, D0 → πµν, are derived with the yield of normalization channel
D∗+ → D0π+, D0 → π+π− decays (denoted as “D∗, D0 → ππ “) measured from the zero bias
triggered events:

ND∗,D0→µµ = ND∗,D0→ππ,MVAD
× SZB ×

εD∗,D0→µµ

εD∗,D0→ππ

×
BD∗,D0→µµ

BD∗,D0→ππ

×MVAD,cor × Tcor (3)

ND∗,D0→ππ→µµ = ND∗,D0→ππ,MVAD
× SZB ×

εD∗,D0→ππ→µµ

εD∗,D0→ππ

×
(

fπ→µ

)2
×MVAD,cor × Tcor (4)

ND∗,D0→πµν = ND∗,D0→ππ,MVAD
× SZB ×

εD∗,D0→πµν

εD∗,D0→ππ

×
BD∗,D0→πµν

BD∗,D0→ππ

×
(

fπ→µ

)
× Tcor (5)

where SZB is the effective prescaling factor for the zero bias data sets; NX, εX, and BX are the
yield, efficiency, and decay branching fraction for process X, respectively; ND∗,D0→ππ,MVAD

means D∗, D0 → ππ yield after MVAD selection. fπ→µ is the pion to muon misidentification
ratio between data and MC; Tcor is the trigger efficiency correction. MVAD,cor is the MVAD
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correction used to account for the small difference of MVAD efficiency between D0 → µ+µ−

(D0 → π+π− → µ+νµ µ−νµ ) and D0 → π+π−. The MVAD,cor is not used in the D∗, D0 → πµν
process since it is negligible compared to its efficiency uncertainty. All the efficiencies (εX),
decay branching fraction (BD∗,D0→ππ), the yield for the normalization channel (ND∗,D0→ππ),
the misidentification ratio ( fπ→µ) and Tcor are implemented as Gaussian-constrained nuisance
parameters.

The models introduced for each component are described as follows:

• Signal D∗, D0 → µµ model: the signal model is a 2D PDF consisting of a sum of
two Gaussians for the dimuon invariant mass mµµ, with a common mean and a sum
of three Gaussians for the mass difference ∆m, also with a common mean. All model
parameters, including the mean and the widths of the individual Gaussians for both
dimensions, are determined from the fits to the simulated signal events.

• Peaking background D∗, D0 → ππ → µµ model: this process is also modeled
with a sum of two Gaussians for mµµ, with different means, and a sum of three
Gaussians for ∆m, with a common mean. The model parameters, including the mean
and width of the individual Gaussians for both dimensions, are determined from the
fits to the simulated D∗+ → D0π+, D0 → π+π− → µ+νµ µ−νµ events.

• Semi-Peaking background D∗, D0 → πµν model: this process is also modeled
with a sum of two Gaussians for mµµ, and a sum of three Gaussians for ∆m. The
model parameters are determined from the fits to the simulation.

• Model for combinatorial background: the combinatorial events are also described
with a 2D PDF, with the mµµ distribution modeled using a discrete profiling method [42]
that freely floats a first-order Bernstein polynomial, a power law, and an exponen-
tial function, while the ∆m distribution is modeled by a specialized shape commonly
used for background modeling:

P(m |m0, A, B, C) =
(

1− exp
(
−m−m0

C

))
·
(

m
m0

)A

+ B ·
(

m
m0
− 1

)
, (6)

where m0 is the kinematic threshold and is fixed to pion mass, and parameters A, B,
and C are determined from fits to data.

The mean and width of the Gaussian functions describing the signal component are corrected
based on the shape difference between data and MC simulation derived from the control sam-
ples D0 → π+π− and D0 → K−π+.

8 Systematic effects
Most of the systematic effects encountered in the data analysis are canceled out in the ratio of
the signal and reference event yield measurements. This section deals with the residual effects
and remaining differences.

The double muon trigger is only applied in the signal channel, which requires dedicated cor-
rection. The trigger efficiency is estimated from MC simulated events and is corrected in data
using dedicated utility triggers. The L1 trigger efficiency correction is derived by measuring
the efficiency of the double muon L1 trigger with respect to the single muon triggers. The ratio
of Data to MC efficiencies is found to be (99.0± 0.5)%. The HLT efficiency correction is derived
by measuring the efficiency of the double muon HLT with respect to the double muon L1 trig-
ger. The ratio of Data to MC efficiencies is found to be (95.3± 0.5)%. The total correction is



8. Systematic effects 9

estimated as the product of the L1 and HLT corrections and is found to be (94.3± 0.7)%. The
uncertainty includes the statistical error from the measured samples and efficiency variations
across different data periods and utility triggers.

The misidentified muons from pion decays are reasonably well modeled in MC simulations.
However, an accurate simulation of the reconstruction and identification of such muons is more
challenging. To derive a correction, we measured the relative rate of K0

S → π+π− and K0
S →

µπ (where µ is the misidentified muon from pion) decays in data and MC simulation. Good
agreement is observed with an average correction of (1.06± 0.15) for the 2022 and 2023 data.

Muon reconstruction and identification efficiency corrections are measured using a tag-and-
probe method on J/ψ → µµ decays. The combined effect is found to be less than 1%. The
charged track reconstruction efficiency was assessed using the D∗ method [43]. This method
involves computing the ratio of D0 → K−π+ and D0 → Kπππ event yields coming from
D∗+ → D0π+ decays and comparing this ratio to the world average value. Based on this
study, we assign a conservative systematic uncertainty of 2.3% per charged track to the tracking
efficiency.

To evaluate the impact of the zero bias trigger prescale non-uniformity on the normalization
channel selection efficiency, we compared a number of primary vertex distributions for the
signal and normalization channels and calculated the reweighted efficiency using MC simula-
tions. The effect was found to be less than 1%.

We have examined the fit bias in the branching fraction extraction with ML fits using pseudo-
experiments, with an injected D0 → µ+µ− signal branching fraction near our expected sensi-
tivity limit. The difference between the median expected branching fraction and the simulated
branching fraction is less than 1%. The potential correlation effect of D0 → π−µ+ν background
modeling has been examined, resulting in a fit bias of 1.8%. The bias from using alternative
modeling for signal and background components is also examined and found to be negligible.
Therefore, the total fit bias uncertainty is 2%.

Table 2 presents a summary of all systematic uncertainties. The nuisance parameters, includ-
ing tracking efficiency, muon efficiency, zero bias prescale non-uniformity, fit bias, and MVAD
correction, are constrained using a log-normal PDF, while the remaining parameters are con-
strained using a Gaussian PDF.

Table 2: Summary of systematic uncertainties for the D0 → µ+µ− branching ratio measure-
ment.

Effect D0 → µ+µ− D0 → ππ → 2µ2ν D0 → πµν

Trigger efficiency correction 0.7%
Zero bias prescale non-uniformity 1 %
Tracking efficiency (per track) 2.3%
Muon efficiency (per muon) 1%
D0 → π+π− normalization 8.7%
Preselection efficiency 0.2% 0.6% 12%
MVAD correction for D0 → µ+µ− 1.2% 2.0% —
B(D0 → π+π−) 1.7% — 1.7%
B(D0 → π−µ+ν) — — 4.5%
Fit bias 2 % — —
Misidentification rate (per muon) — 14% 14%
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9 Results
The mµµ and ∆m projections in the full range and sub-range in mµµ and ∆m are shown in Figs. 2
and 3, respectively. No obvious excess of events with respect to the background expectation
is observed in the data. The exclusion upper limit is computed using Combine tool [41]. A
profile likelihood ratio test statistic is built including the systematic uncertainties as nuisance
parameters. A log-normal or Gaussian PDF is used to describe each constrained nuisance pa-
rameter.

The upper limit at 95% confidence level (CL) based on the Asymptotic CLs method is:

B(D0 → µ+µ−) < 2.6× 10−9 at 95% CL. (7)

The best-fit value of the branching fraction of the D0 → µ+µ− is found to be:

B(D0 → µ+µ−) = (1.0± 0.9)× 10−9, (8)

which corresponds to a signal yield of 139± 123. The observed significance evaluated from the
log-likelihood difference is 1.1σ. The event yields for each component of the fit are summarized
in Table 3.

Table 3: The expected event yields for signal, the combinatorial background, the peaking back-
ground, and the semileptonic background are summarized (post-fit). The total expected and
observed event yields are given in Total and Data column, respectively. The subrange is in one
dimension with a full range in the other dimension.

Range Signal Comb Peak Semi Total Data
Full range 139± 123 126185± 366 220± 58 207± 40 126751± 355 126752
0.145 < ∆m < 0.146 GeV 92± 81 14044± 63 141± 37 91± 17 14367± 81 14412
1.84 < mµµ < 1.89 GeV 120± 106 48553± 204 123± 33 55± 11 48851± 211 48798

Compared to the current world best measurement by LHCb [23], B(D0 → µ+µ−) < 3.5× 10−9

at 95% CL, the result represents an improvement of about 35%. The observed limit is larger than
the expected limit from background-only pseudo-experiments, B(D0 → µ+µ−) < 1.8× 10−9

at 95% CL, which is consistent with the central value of the signal branching fraction.

The profile likelihood as a function of the B(D0 → µ+µ−) branching fractions is shown in
Fig. 4. The fit and likelihood scan is repeated using different configurations of the individual
function in the discrete profiling method that describes the combinatorial background, leading
to the same result. The result using the alternative normalization channel D0 → K−π+ is
consistent with the nominal result.
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Figure 2: The projection of mµµ (left) and ∆m (right) of the fit in the full mµµ and ∆m range.
The bottom panel shows the data and the fit result after subtraction of the total background
component. The grey error band represents the statistical and systematic uncertainties of the
total background component.
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Figure 3: The projection of mµµ (left) and ∆m (right) of the fit with requirements 0.145 < ∆m <
0.146 GeV and 1.84 < mµµ < 1.89 GeV, respectively. The bottom panel shows the data and the
fit result after subtraction of the total background component. The grey error band represents
the statistical and systematic uncertainties of the total background component.
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Figure 4: The profile likelihood scan as a function of D0 → µ+µ− decay branching fraction.

10 Summary
The measurement of the branching fraction (B) of the D0 → µ+µ− decay, based on a data set of
proton-proton collisions at

√
s = 13.6 TeV collected by the CMS experiment corresponding to

an integrated luminosity of 64.5 fb−1, has been presented. The branching fraction is measured
using the cascade decay D∗+ → D0π+, D0 → µ+µ− with the D0 → π+π− decay mode as the
normalization channel, considering both prompt and non-prompt D0 meson production.

No significant excess above the background expectation was observed and an upper limit on
the branching fraction has been set to be:

B(D0 → µ+µ−) < 2.6× 10−9 at 95% CL. (9)

The obtained value of D0 → µ+µ− branching fraction is found to be B(D0 → µ+µ−) =
(1.0± 0.9)× 10−9.

The measurement is the most sensitive to date, representing a 35% improvement over the cur-
rent best measurement [23]. This measurement provides the most stringent limit on flavor-
changing neutral currents in the charm sector, setting additional constraints on new physics
models that modify the decay branching fraction of D0 → µ+µ−.

The analysis is the first measurement at CMS using the newly developed low-mass double
muon parking trigger [24]. It also marks the first publication on the D0 → µ+µ− branching
fraction measurement at CMS, made possible by the enriched dimuon events collected by this
innovative trigger.
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