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Abstract. We consider on-line density estimation with a parameterized density from the exponential family.
The on-line algorithm receives one example at a time and maintains a parameter that is essentially an average of
the past examples. After receiving an example the algorithm incurs a loss, which is the negative log-likelihood of
the example with respect to the current parameter of the algorithm. An off-line algorithm can choose the best
parameter based on all the examples. We prove bounds on the additional total loss of the on-line algorithm over the
total loss of the best off-line parameter. These relative loss bounds hold for an arbitrary sequence of examples. The
goal is to design algorithms with the best possible relative loss bounds. We use a Bregman divergence to derive
and analyze each algorithm. These divergences are relative entropies between two exponential distributions. We
also use our methods to prove relative loss bounds for linear regression.
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1. Introduction

A main focus of statistical decision theory consists of the following: After receiving statis-
tical information in the form of sampling data, the goal is to make decisions that minimize a
loss or an expected loss with respect to an underlying distribution that is assumed to model
the data. This distribution is often defined in terms of certain parameters. The statistical
decisions depend on the specific values chosen for the parameters. Thus, for statistical de-
cision theory, there are three important elements: parameters and the values they can take,
decisions, and loss functions that evaluate the decisions.

In Bayesian statistical decision theory, a prior distribution on the parameters of the data
distribution is an additional important element of information that is needed to assess
decision performance. As a simple case, suppose we are given a sample ofT data points

∗An extended abstract appeared in UAI∗99 (Azoury & Warmuth, 1999).
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{x1, x2, . . . , xT } (also referred to asT examples), and assume that the examples were
independently generated by a Gaussian with an unknown mean and a known variance. One
wants to find a parameter setting (here the mean) that minimizes the expected loss on a new
example that is drawn from the same data distribution. In the Bayesian framework, a prior
distribution on the mean would also enter into the decision making process.

In the context of learning theory, this setup, Bayesian or not, would be described as a
batch or off-line learning model, since all the examples are given to the learner ahead of
time and the decisions are made based on the information from the entire data set.

In this paper, we focus on on-line learning models. As with off-line learning, we have
the same fundamental elements: parameters, decisions, and loss functions. The difference,
however, is that the examples are given to the learner one at a time. Thus, on-line learning
is naturally partitioned into trials, where in each trial one example is processed. A trial
proceeds as follows. It begins with a current parameter setting (hypothesis). Then the next
example is presented and the learner or the on-line algorithm incurs a loss. The loss is a
function of this most recent example and the current parameter setting. Finally, the algorithm
updates its parameter setting and a new trial begins.

In the context of on-line learning, the decisions are the parameter updates of the learner.
The goal is to design on-line learning algorithms with good bounds on their total loss.
Clearly, there cannot be meaningful bounds on the total loss of an on-line algorithm that
stand alone and also hold for an arbitrary sequence of examples. However, in the on-line
learning literature, a certain type of “relative” loss bound is desirable and has been used
successfully. The term “relative” means that there is a comparison to the best parameter
chosen off-line after seeing the whole batch ofT examples. The parameter space is called the
comparison class. Therelative loss boundsquantify the additional total loss of the on-line
algorithm over the total loss of the best off-line parameter (comparator). Since the on-line
learner does not see the sequence of examples in advance, the additional loss (sometimes
called regret) is the price of hiding the future examples from the learner.

In this paper we design and motivate on-line algorithms and their parameter updates
so that they utilize the available information in the best possible manner and lead to good
relative loss bounds. We focus on two types of learning problems: on-line density estimation
and on-line regression.

For density estimation, the on-line algorithm receives a sequence ofT unlabeled examples
or data vectors{x1, x2, . . . , xT }. At the start of trialt = 1, 2, 3, . . . , T, the learner has a
current parameter settingθt which is used to predict the next examplext . After making
a prediction, the algorithm receives the examplext and incurs a lossL(θt , xt ). Then the
algorithm updates its parameter setting toθt+1. In contrast, on-line regression problems
receive a labeled sequence of examples(x1, y1), (x2, y2), . . . , (xT , yT ), where thext are
called instances and theyt are the labels. In trialt , the learner starts with the current
parameterθt and receives the instancext . The learner then makes a predictionŷt for the
label yt . This prediction depends onθt andxt . A loss L(θt , (xt , yt )) is incurred and the
parameter is updated toθt+1. For both types of problems, density estimation and regression,
we use the abbreviated notationLt (θt ) to denote the loss incurred in trialt . The subscript
t indicates the dependence on the example presented in trialt . The total loss of the on-line
algorithm is

∑T
t=1 Lt (θt ) and the total loss of the best off-line (batch) parameterθB is
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∑T
t=1 Lt (θB) plus a charge for the “size” ofθB. Relative loss bounds give upper bounds on

the difference between the two total losses.
We prove relative loss bounds for density estimation when the underlying model is a

member of the exponential family of distributions and also for on-line linear regression. We
consider two algorithms. The first algorithm is called the Incremental Off-line Algorithm.
It predicts (i.e., chooses its parameter) as the best off-line algorithm would have predicted
based on the examples seen so far. The second algorithm is called the Forward Algorithm.
This algorithm is called “forward” because it uses a guess of a future example and the
corresponding future loss when forming its prediction. It is motivated by Vovk’s work (1997)
on linear regression.

Our relative loss bounds for both algorithms grow logarithmically with the number of tri-
alsT . The motivation for the parameter updates has a Bayesian probabilistic interpretation.
However, the relative loss bounds we prove hold for an arbitrary (or worst-case) sequence
of examples. A key element in the design and analysis of the on-line learning algorithms
is a generalized notion of distance called the Bregman divergence. This divergence can be
interpreted as a relative entropy between two exponential distributions.

Outline

The rest of this paper is organized as follows. In Section 2, we present a brief overview
of previous work. In Section 3, we define Bregman divergences and give the relevant
background for the exponential family of distributions. We show that relative entropies
between two exponential distributions (Amari, 1985) are special Bregman divergences. We
conclude this section by listing some basic properties of Bregman divergences.

In Section 4, we introduce the Incremental Off-line Algorithm in a general setting and
then apply this algorithm to the problem of density estimation with the exponential family
and to linear regression. We give a number of relative loss bounds for specific examples.

In Section 5, we define and motivate the Forward Algorithm, which can be seen as a
generalization of the Incremental Off-line Algorithm. Again, we apply this algorithm to
density estimation with the exponential family. For the case of linear regression, we reprove
the relative loss bounds obtained by Vovk (1997). Our proofs are more concise. An alternate
simple proof for the “forward” linear regression algorithm is given in Forster (1999).

In Section 6, we briefly discuss an alternate method developed by Vovk for proving relative
loss bounds that uses integration over a generalized posterior and discuss the advantages
of our methods. Finally, we conclude (Section 7) with a discussion of a number of open
problems.

2. Overview of previous work

The method of proving bounds on the additional total loss of an on-line algorithm over
the total loss of the the best parameter in a comparison class essentially goes back to the
work of the Blackwell (1956) and Hannnan (1957). They investigated such bounds in the
context of game theory where the comparison class consists of all mixture strategies. Later
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Cover (1991) proved such bounds in the context of mathematical finance. He used the
comparison class of all constant rebalanced portfolios.

The research of this paper is rooted in the study of relative loss bounds for on-line learn-
ing algorithms of the computational learning theory community. Even though these bounds
may underestimate the performance on natural data, they have been used as a powerful
yardstick for analyzing and comparing on-line algorithms. In the computational learning
theory community this line of research was initiated by Littlestone with the discovery of
the Winnow algorithm (Littlestone, 1988). Littlestone also pioneered a style of amortized
analysis for proving relative loss bounds which use certain divergence functions as poten-
tial functions. Winnow is designed for disjunctions as the comparison class and the total
number of mistakes is used as the loss. The next wave of on-line algorithms were de-
signed for a finite set of experts as a comparison class and a wide range of loss functions
(Littlestone & Warmuth, 1994; Vovk, 1990; Cesa-Bianchi et al., 1997; Haussler, Kivinen &
Warmuth, 1998). After that, algorithms were developed for the on-line linear least squares
regression, i.e., when the comparison class consists of linear neurons (linear combination
of experts) (Littlestone, Long & Warmuth, 1995; Cesa-Bianchi, Long & Warmuth, 1996;
Kivinen & Warmuth, 1997). This work has been generalized to the case where the com-
parison class is the set of sigmoided linear neurons (Helmbold, Kivinen & Warmuth, 1995;
Kivinen & Warmuth, 1998). Also starting with Littlestone’s work, relative loss bounds for
the comparison class of linear threshold functions have been investigated (Littlestone, 1988;
Grove, Littlestone & Schuurmans, 1997).

All the on-line algorithms cited in the previous paragraph use fixed learning rates. In the
simple settings the relative loss bounds do not grow with the number of trials. However,
already for linear regression with the square loss, the relative loss bounds for algorithms with
fixed learning rates grow with the square root of the loss of the best linear predictor (Cesa-
Bianchi, Long & Warmuth, 1996; Kivinen & Warmuth, 1997) and the best loss is often
linear in the number of trialsT .

In contrast, our algorithms use a variable learning rate and our relative loss bounds grow
logarithmically withT . Such bounds have been proven for a generalization of Bayes’ Algo-
rithm (Freund, 1996; Vovk, 1997; Xie & Barron, 1997; Yamanishi, 1998) which maintains
a posterior on all parameters of the comparison class. We outline this method for proving
relative loss bounds in Section 6. Bounds that grow logarithmically withT have also been
proven previously for on-line linear regression (Foster, 1991; Vovk, 1997). An important
insight we gained from this research is thatO(logT) relative loss bounds seem to require
the use of variable learning rates. In this paper, the learning rate applied in trialt is O(1/t).
The use ofO(1/t) learning rates for the exponential family was also suggested by Gor-
don (1999) as a possible strategy for leading to better bounds. However, no specific examples
were worked out. In the case of linear regression, theO(1/t) learning rates become inverses
of the covariance matrix of the past examples.

General frameworks of on-line learning algorithms were developed in Grove, Littlestone
and Schuurmans, (1997), Kivinen and Warmuth (1997; 1998), and Gordon (1999). We
follow the philosophy of Kivinen and Warmuth (1997) of starting with a divergence func-
tion. From the divergence function we derive the on-line update and then use the same di-
vergence as a potential in the amortized analysis. A similar method was developed in Grove,
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Littlestone and Schuurmans (1997) for the case when the comparison class consists of linear
threshold functions. They start with an update and construct the appropriate divergence that
is used in the analysis.

Recently we have learned that the divergences used in on-line learning have been em-
ployed extensively in convex optimization and are called Bregman-distances (Bregman,
1967; Censor & Lent, 1981; Csiszar, 1991; Jones & Byrne, 1990). Bregman’s method is to
pick from a set of allowable models the one of minimal distance to the current model. In other
words the current hypothesis is projected onto a convex set of allowable models. Some mild
additional assumptions assure the uniqueness of the projections. With these assumptions a
generalized Pythagorean Theorem can be proven for Bregman divergences (Bregman, 1967;
Censor & Lent, 1981; Csiszar, 1991; Jones & Byrne, 1990; Herbster & Warmuth, 1998).
The latter theorem often contradicts the triangular inequality and this is the reason why we
use the term “divergence” instead of “distance”.

Projections with respect to Bregman divergences have recently been applied in Herbster
and Warmuth (1998) for the case when the off-line comparator is allowed to shift over time.
The projections are used to keep the parameters of the algorithm in reasonable regions. This
aids the recovery process when the underlying model shifts.

3. Bregman divergences and the exponential family

In this paper, we use a notion of divergence due to Bregman (1967) for deriving and
analyzing on-line learning algorithms. These divergences can be interpreted as relative en-
tropies between distributions from an exponential family. We begin this section by defining
Bregman divergences and then review some important features of the exponential family of
distributions that are relevant to this paper. We conclude this section with some properties
of the divergences.

For an arbitrary real-valued convex and differentiable functionG(θ) on the parameter
spaceΘ ⊆ Rd, the Bregman divergence between two parametersθ̃ andθ in Θ is defined
as

1G(θ̃,θ) := G(θ̃)− G(θ)− (θ̃ − θ) · ∇θG(θ). (3.1)

Here∇θ denotes the gradient with respect toθ. Throughout the paper, all vectors are column
vectors and we use “·” to denote the dot product between vectors.

Note that the Bregman divergence1G(θ̃,θ) equalsG(θ̃) minus the first two terms of
the Taylor expansion ofG(θ̃) aroundθ. In other words,1G(θ̃,θ) is the tail of the Taylor
expansion ofG(θ̃) beyond the linear term. SinceG(θ) is convex,1G(θ̃,θ) ≥ 0. More
properties will be listed in Section 3.4.

For example, let the parameter space beΘ = Rd and letG(θ) = 1
2θ · θ. In this case the

Bregman divergence becomes the squared Euclidean distance, i.e.,

1G(θ̃,θ) = 1
2θ̃ · θ̃ − 1

2θ · θ − (θ̃ − θ) · θ = 1
2‖θ̃ − θ‖22.
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Also if Θ = R andG(θ) = ln(1+ eθ ), then

1G(θ̃ , θ) = eθ̃ − eθ − (θ̃ − θ) eθ

1+ eθ
.

3.1. The exponential family

The features of the exponential family that are used throughout this paper include a measure
of divergence between two members of the family and an intrinsic duality relationship. See
Barndorff-Nielsen (1978) and Amari (1985) for a more comprehensive treatment of the
exponential family.

A multivariate parametric familyFG of distributions is said to be an exponential family
when its members have a density function of the form

PG(x |θ) = exp(θ · x− G(θ))P0(x), (3.2)

whereθ andx are vectors inRd, andP0(x) represents any factor of the density which does
not depend onθ.

Thed-dimensional parameterθ is usually called thenatural (or canonical) parameter.
Many common parametric distributions are members of this family, including the Gaussian.
The functionG(θ) is a normalization factor defined by

G(θ) = ln
∫

exp(θ · x)P0(x) dx.

The spaceΘ ⊆ Rd, for which the integral above is finite, is called thenatural parameter
space. The exponential family is calledregular if Θ is an open subset ofRd. It is well
known (Barndorff-Nielsen, 1978; Amari, 1985) thatΘ is a convex set, and thatG(θ) is a
strictly convex function onΘ. The functionG(θ) is called thecumulant function, and it
plays a fundamental role in characterizing members of this family of distributions.

We useg(θ) to denote the gradient∇θG(θ) and∇2
θG(θ) to denote the Hessian ofG(θ).

Let

λG(θ; x) = ln PG(x |θ)

represent the log-likelihood which is viewed as a function ofθ. Under some standard regul-
arity conditions, log-likelihood functions satisfy well-known moment identities (McCullagh
& Nelder, 1989). Applying these identities to the exponential family reveals the special role
played by the cumulant functionG(θ).

Let Eθ(.) be the expectation with respect to the distributionPG(x |θ). The first moment
identity of log-likelihood functions is

Eθ(∇θλG(θ; x)) = 0. (3.3)

The gradient of the log-likelihood in (3.2) is linear inx:

∇θλG(θ; x) = x−∇θG(θ). (3.4)
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Applying (3.3), we get

Eθ(x) = ∇θG(θ) = g(θ).

This shows that the mean ofx is equal to the gradient ofG(θ). We letg(θ)= µ, and call
µ the expectation parameter.

Since the cumulant functionG is strictly convex, the mapg(θ) = µ has an inverse. We
denote the image ofΘ under the mapg(.) by M and the inverse map fromM to Θ by
g−1(µ)= θ. The setM is called the expectation space, which may not necessarily be a
convex set.

The second moment identity for log-likelihood functions is

Eθ((∇θλG(θ; x))(∇θλG(θ; x))′) = −Eθ
(∇2

θλG(θ; x)
)
, (3.5)

where′ denotes the transpose. For the exponential family we have

Eθ((∇θλG(θ; x))(∇θλG(θ; x))′) = Eθ((x− µ)(x− µ)′)
and−∇2

θλG(θ; x) = ∇2
θG(θ).

Thus, by the second moment identity, the variance-covariance matrix Var(x |θ) for x is the
Hessian of the cumulant functionG(θ) (also called theFisher Information Matrix). Since
G(θ) is strictly convex, this Hessian is symmetric positive definite.

3.2. Duality between the natural parameters and the expectation parameters

Sometimes, it is more convenient to parameterize a distribution in the exponential family
by using its expectation parameterµ instead of its natural parameterθ. This pair of param-
eterizations have a dual relationship. We provide the aspects of the duality that are relevant
to this paper. First, define a second function on the rangeM of g as follows:

F(µ) := θ · µ− G(θ) (3.6)

Let f (µ) := ∇µF(µ) denote the gradient ofF(µ).
Note that by taking the gradient ofF(µ) in (3.6) with respect toµ and treatingθ as a

function ofµ, we get

∇µF(µ) = θ + (∇µθ)µ− (∇µθ)∇θG(θ) = θ, (3.7)

where∇µθ is the Jacobian ofθ with respect toµ.
Thus, f (µ) is the inverse mapg−1(µ) and the two parameterizationsθ andµ are related

by the following transformations

g(θ) = µ and f (µ) = θ. (3.8)

Sinceg(θ) has a positive definite Jacobian for allθ ∈ Θ, g−1(µ) has a positive definite
Jacobian for allµ ∈ M . Thus, the second functionF(µ) is strictly convex as well. This
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function is called thedual of G(θ) (Amari, 1985). Furthermore,F(µ) is the negative
entropy ofPG(x |θ) with respect to the reference measureP0(x), i.e.,

F(µ) = −Eθ

(
− ln

PG(x |θ)
P0(x)

)
. (3.9)

It follows from (3.8) that the Hessian ofF(µ) is the inverse of the Fisher Information
Matrix, i.e.,∇2

µF(µ) = (∇2
θG(θ))−1. Now consider the functionV(µ) = ∇2

θG( f (µ)),
which is the Fisher Information Matrix expressed in terms of the expectation parameter.
This function is defined on the expectation spaceM , takes values in the space of symmetric
d×d matrices, and is called thevariance function. The variance function plays an important
role in characterizing members in the exponential family (Morris, 1982; Guti´errez-Pe˜na &
Smith, 1995). The matrixV(µ) is positive definite for allµ∈M , andV(µ) = (∇2

µF(µ))−1.
Thus, in the context of exponential families the functionsF andG are not arbitrary convex
functions but must have positive definite Hessians.

3.3. Divergence between two exponential distributions

Consider two distributionsPG(x | θ̃) with an old parameter setting̃θ, and PG(x |θ) with
a new parameter settingθ. Following Amari (1985) one may see the exponential family
FG as a manifold. The parametersθ̃ andθ represent two points on this manifold. Several
measures of distance (divergence) between these two points have been proposed in the
literature. Amari introducedα divergences (Amari, 1985), and other related “distances”
were introduced by Csiszar (1991) known asf divergences (we use the letterh below). Also
Chernoff distances and Renyi’sα information are related (Amari, 1985). These divergences
all have the following general form:

Eθ̃ h

(
PG(x |θ)
PG(x | θ̃)

)
,

whereh(·) is some continuous convex function.
Our main choice forh is h(z) = − ln z, which gives the relative entropy

Eθ̃ ln
PG(x | θ̃)
PG(x |θ) = 1G(θ, θ̃).

Another interesting choice ish(z) = z ln z, which gives the “opposite” relative entropy:

Eθ ln
PG(x |θ)
PG(x | θ̃)

= 1G(θ̃,θ).

These two entropies are, respectively, called−1 and+1 divergences by Amari (1985).
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3.4. Properties of divergences

In this section we give some simple properties of the divergences. For these properties we do
not need thatG(θ) has a positive definite Hessian. Hence the properties hold for the more
general definition of Bregman divergence (3.1) where we allowG(θ) to be an arbitrary
real-valued differentiable convex functionG(θ) on the parameter spaceΘ.

Throughout the paper we useµ to represent∇θG(θ).

1. 1G(θ̃,θ) is convex in its first argument sinceG(θ̃) is convex.
2. 1G(θ̃,θ) ≥ 0 and ifG(θ) is strictly convex then equality holds iff̃θ = θ.
3. The gradient of the divergence with respect to the first argument has the following simple

form

∇θ̃1G(θ̃,θ) = µ̃− µ.

4. Divergences are usually not symmetric, i.e.,1G(θ̃,θ) 6= 1G(θ, θ̃).
5. The divergence is a linear operator, i.e.,

1G+H (θ̃,θ) = 1G(θ̃,θ)+1H (θ̃,θ)

and1aG(θ̃,θ) = a1G(θ̃,θ), for a ≥ 0.

6. The divergence is not affected by adding a linear term toG(θ):

if G(θ)− H(θ) = aθ + b, for a ∈ R and b ∈ Rd,

then1G(θ̃,θ) = 1H (θ̃,θ).

7. For anyθ1, θ2 andθ3,

1G(θ1,θ2)+1G(θ2,θ3) = 1G(θ1,θ3)+ (θ1− θ2) · (µ3− µ2).

The dot product can usually have any sign. When it is negative then the above contradicts
the triangular inequality. The case when the dot product is zero is exploited in the proof
of the generalization of the Pythagorean Theorem to Bregman divergences (See for
example Censor & Lent, 1981; Herbster, 1998).

8. If G(θ) is strictly convex, then the definition of the dual convex functionF(µ) and
the parameter transformations still hold (3.6 – 3.8) and Bregman divergences have the
following duality property:

1G(θ̃,θ) = G(θ̃)+ F(µ)− θ̃ · µ = 1F (µ, µ̃).

The first six properties are immediate. Property 7 is proven in the appendix. This property
was first used in Warmuth and Jagota (1998) for proving relative loss bounds. The last
property follows from the definition of the dual functionF(µ) (also called convex conjugate
(Rockafellar, 1970). Note that the order of the arguments in1G(θ̃,θ) and1F (µ, µ̃) is
switched. In this paper, we only need Property 8 for the case whenG(θ) is strictly convex.
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However, for any real-valued differentiable convex functionG(θ) one can define the dual
function asF(µ)=θ · µ − G(θ), whereθ is any parameter inΘ such that∇θG(θ) =
µ (Rockafellar, 1970). With this definition Property 8 still holds.

We note that Gordon (1999) gives an elegant generalization of Bregman divergences to
the case when the convex functionG(θ) is not necessarily differentiable. For the sake of
simplicity we restrict ourselves to the differentiable case in this paper.

Finally, whenG(θ) is differentiable, the Bregman divergence can also be written as a
path integral:

1G(θ̃,θ) =
∫ θ̃

θ

(g(r)− g(θ)) · dr.

This integral version of the divergence has been used to define a notion of a convex loss
“matching” the increasing transfer functiong(θ) of an artificial neuron (Auer, Herbster &
Warmuth, 1995; Helmbold, Kivinen & Warmuth, 1995; Kivinen & Warmuth, 1998).

4. The incremental off-line algorithm

In this section we give our most basic algorithm and show how to prove relative loss bounds
in a general setting. Learning proceeds in trialst = 1, . . . , T . In each trialt an example is
processed. For density estimation, the examples are data vectorsxt from some domainX .
In the regression setting, thet-th example consists of an instancext from someinstance
domainX and a labelyt from somelabel domainY.

The setup for a learning problem is defined by three parts. A parameter spaceΘ ⊆ Rd,
a real-valued loss function and a divergence function that is a measure of “distance” to
an initial parameter setting. The parameter spaceΘ represents the models to which the
algorithms are compared. The loss of parameter vectorθ on thet−th example is denoted by
Lt (θ) andL1..t (θ) is shorthand for

∑t
q=1 Lq(θ). Usually losses are non-negative. The third

component of the setup is an initial parmeterθ0 and a Bregman divergence1U0(θ,θ0) to
the initial parameter. The initial parameterθ0 may be interpreted as a summary of any prior
learning and the divergence1U0(θ,θ0) represents a measure of “distance” to the initial
parameter.

The off-line (or batch) algorithm sees allT examples at once and it sets its parameter to

θB = argminθ UT+1(θ),
whereUT+1(θ) = 1U0(θ,θ0)+ L1..T (θ).

Assumptions: The lossesLt (θ) (for 1 ≤ t ≤ T) andU0(θ) are differentiable and con-
vex functions from the parameter spaceΘ to the reals. Furthermore, we assume that
argminθUT+1(θ) always has a solution inΘ.

Note that this off-line algorithm trades the total loss on the examples against closeness to
the original parameter. Alternatively the divergence1U0(θ,θ0) may be interpreted as the
“size” of parameterθ. With this interpretation, the off-line algorithm finds a parameter that
minimizes the sum of size and total loss.
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The on-line algorithm sees one example at a time according to the following protocol:

On-line protocol of the Incremental Off-line Algorithm
Initial hypothesis isθ0.
Setθ1 = θ0.
For t = 1 to T do

Predict withθt .
Gett-th example.
Incur lossLt (θt ).
Update hypothesisθt to θt+1.

The goal of the on-line algorithm is to incur a loss that is never too much larger than the loss
of the off-line algorithm which sees all examples at once. At the end of trialt the on-line
algorithm knows the firstt examples and expects to see the next example. One reasonable
and desirable setup for the parameter update at this point is to make the on-line algorithm
do exactly what an off-line algorithm would have done after seeingt examples. We use the
nameIncremental Off-linefor the on-line algorithm with this property.

The Incremental Off-line Algorithm
θt+1 = argminθ Ut+1(θ), for 0≤ t ≤ T,

whereUt+1(θ) = 1U0(θ,θ0)+ L1..t (θ). (4.1)

Additional assumptions: Here we assume that the argminθ Ut+1(θ) (for 1≤ t ≤ T) always
have a solution inΘ.

If there is more than one solution forθt+1 = argminθ Ut+1(θ), then this is interpreted as
θt+1 ∈ argminθ Ut+1(θ). In the learning problems that we use as examples in this paper,
Ut+1(θ) is typically strictly convex and so there is only one solution. Note that the final
parameterθT+1 of the Incremental Off-line Algorithm coincides with the parameterθB

chosen by the batch algorithm.
Whent = 0, then by (4.1)θ1 = argminθ1U0(θ,θ0) = θ0, which is consistent with the

protocol given above. While not necessary here, we begin the indexing ofθt at t = 0 to
parallel the indexing of a second on-line algorithm given in the next section. This second
algorithm is called the Forward Algorithm because it uses a guess of the next loss when
updating the parameter.

The setup for the update in (4.1) does not seem truly on-line since it needs all the previous
t examples. A truly on-line, yet equivalent setup, is given by the following lemma:

Lemma 4.1. For the Incremental Off-line Algorithm and1≤ t ≤ T ,

θt+1 = argminθ (1Ut (θ,θt )+ Lt (θ)).

Proof: Note that since∇Ut (θt )=0 andUt+1(θ)=Ut (θ)+Lt (θ),

1Ut (θ,θt )+ Lt (θ) = Ut (θ)−Ut (θt )− (θ − θt ) · ∇Ut (θt )+ Lt (θ)

= Ut+1(θ)−Ut (θt ).
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Thus, sinceUt (θt ) is a constant, the argmin forθt+1 used in the definition (4.1) is the same
as the argmin of the lemma. 2

We are now ready to show the key lemma for the Incremental Off-line Algorithm. In this
lemma we compare the total loss of the on-line algorithm to the total loss of any comparator
θ, where the total loss of the comparator includes the divergence term1U0(θ,θ0).

Lemma 4.2. For the Incremental Off-line Algorithm, any sequence of T examples, and
anyθ ∈ Θ,

T∑
t=1

Lt (θt )− (1U0(θ,θ0)+ L1..T (θ)) =
T∑

t=1

1Ut+1(θt ,θt+1)−1UT+1(θ,θT+1).

Proof: For 0≤ t ≤ T , we expand the divergence1Ut+1(θ,θt+1) and use∇Ut+1(θt+1)= 0.
This gives us

1Ut+1(θ,θt+1) = Ut+1(θ)−Ut+1(θt+1). (4.2)

SinceUt+1(θ) = Ut (θ)+ Lt (θ), for 1≤ t ≤ T , we obtain

Lt (θ) = 1Ut+1(θ,θt+1)+Ut+1(θt+1)−Ut (θ). (4.3)

For the special case ofθ = θt , we get:

Lt (θt ) = 1Ut+1(θt ,θt+1)+Ut+1(θt+1)−Ut (θt ). (4.4)

Subtracting (4.3) from (4.4) and applyingUt (θ)−Ut (θt ) = 1Ut (θ,θt ) (a version of (4.2))
gives

Lt (θt )− Lt (θ) = 1Ut+1(θt ,θt+1)−1Ut+1(θ,θt+1)+1Ut (θ,θt ).

By summing the above over allT trials we obtain:

T∑
t=1

Lt (θt )− L1..T (θ) =
T∑

t=1

1Ut+1(θt ,θt+1)−1UT+1(θ,θT+1)+1U1(θ,θ1).

The lemma now follows from the equality1U1(θ,θ1) = 1U0(θ,θ0). This equality follows
from Property 6, becauseθ0 = θ1, and becauseU1(θ)−U0(θ) = 1U0(θ,θ0)−U0(θ) is
linear inθ. 2

To obtain relative loss bounds we choose the best off-line parameterθB as the comparator
θ and bound the right-hand-side of the equation of the lemma. Note that in case of the
Incremental Off-line Algorithm,θT+1 = θB, and thus the last divergence on the right-
hand-side is zero. The divergence1Ut+1(θt ,θt+1) represents the cost of the update ofθt to
θt+1 incurred by the on-line algorithm. Relative loss bounds are bounds on the total cost∑T

t=11Ut+1(θt ,θt+1) of the on-line updates.



RELATIVE LOSS BOUNDS 223

4.1. Incremental off-line algorithm for the exponential family

We now apply the Incremental Off-line Algorithm to the problem of density estimation
for the exponential family of distributions. We first give a general treatment and then
prove relative loss bounds for specific members of the family in the subsections that
follow.

We make the most obvious choice for a loss function, namely, the negative log-likelihood.
So using the general form of the log-likelihood (3.2), the loss of parameterθ on the example
xt is

Lt (θ) = − ln PG(xt |θ) = G(θ)− θ · xt − ln P0(xt ).

For the purpose of the relative loss bounds (see Lemma 4.2) changing the loss by a constant
that does not depend onθ is inconsequential. Thus, the form of the reference measureP0(x)
is immaterial.

As before, we allow the algorithm to have an initial parameter value atθ0 and choose
U0(θ) as a multiple of the cumulant function, i.e.,U0(θ)= η−1

0 G(θ), whereη−1
0 ≥ 0. Thus,

in the context of density estimation with the exponential family, the Incremental Off-line
Algorithm (4.1) becomes

θt+1 = argminθ Ut+1(θ), whereUt+1(θ) = η−1
0 1G(θ,θ0)+ L1..t (θ). (4.5)

Throughout the paper we use the notationη−1 to denote trade-off parameters. This has two
reasons. First, the inverse of the trade-off parameters will become the learning rates of the
algorithms and learning rates are commonly denoted byη. Also, we useη−1 instead of 1/η,
because in linear regression theη parameters are generalized to matrices.

The setup (4.5) can be interpreted as finding a maximum a-posteriori (MAP) parameter
where the divergence term corresponds to the conjugate prior andη−1

0 > 0 is a hyper param-
eter. Whenη−1

0 = 0, then the divergence term disappears and we have maximum likelihood
estimation. Alternatively one can think ofθ0 an initial parameter estimate based on some
hypothetical examples seen before the first real examplex1 andη−1

0 as the number of those
examples. Also one can interpret the parameterη−1

0 as a trade-off parameter between staying
close to the initial parameterθ0 and minimizing the loss on thet examples seen by the end
of trial t .

Yet another interpretation of (4.5) follows from rewritingUt+1(θ) as

(
η−1

0 + t
)
G(θ)− θ ·

(
η−1

0 µ0+
t∑

q=1

xq

)
+ const.

Thus,Ut+1(θ) corresponds to the negative log-likelihood of an exponential density with
the cumulant function(η−1

0 + t)G(θ) and the example isη−1
0 µ0+

∑t
q=1 xq.

We now develop the alternate on-line motivation given in Lemma 4.1. Letη−1
t−1 = η−1

0
+ t − 1. SinceUt (θ)− η−1

t−1G(θ) is linear inθ, it follows from the properties of the diver-
gences that1Ut (θ,θt ) = 1η−1

t−1G(θ,θt ) = η−1
t−11G(θ,θt ). Thus, the on-line motivation of
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Lemma 4.1 becomes

θt+1 = argminθ
(
η−1

t−11G(θ,θt )+ Lt (θ)
)
. (4.6)

Now the divergence measures the distance to the last parameter and the trade-off parameter
is η−1

t−1.
The updated parameterθt+1 can be obtained by minimizingUt+1(θ) (as defined in (4.5))

which is a strictly convex function inθ. The gradient of this function in terms of the
expectation parameters is

η−1
0 (µ− µ0)+

t∑
q=1

(µ− xq).

Setting the above to zero, for 0≤ t ≤ T , gives the update of the expectation parameter of
the Incremental Off-line Algorithm:

µt+1 = ηt

(
η−1

0 µ0+
t∑

q=1

xq

)
, whereηt =

(
η−1

0 + t
)−1
. (4.7)

For 1 ≤ t ≤ T , we can also expressµt+1 as a convex combination ofµt and the last
instancext :

µt+1 = ηtη
−1
t−1µt + ηtxt . (4.8)

Note thatηtη
−1
t−1 + ηt = 1. Alternate recursive forms of the update, that are used later on,

are (for 1≤ t ≤ T):

µt+1 = µt − ηt−1(µt+1− xt ), (4.9)

µt+1 = µt − ηt (µt − xt ). (4.10)

Thus, the on-line update may be seen as gradient descent with different learning rates.
The update (4.9) uses the gradient of the loss atµt+1, while (4.10) uses the gradient of the
loss evaluated atµt .

In the special case whenη−1
0 = 0 (maximum likelihood), then (4.9) is not valid fort = 1

sinceη1 = ∞. Nowµ2 = x1, which is consistent with updates (4.8) and (4.10).
The relative loss bounds are proven by using Lemma 4.2. Thus, for density estimation

this equality simplifies to:

T∑
t=1

Lt (θt )−
(
η−1

0 1G(θ,θ0)+ L1..T (θ)
)

=
T∑

t=1

η−1
t 1G(θt ,θt+1)− η−1

T 1G(θ,θT+1). (4.11)

The following lemma gives a concise expression for the minimum ofUt+1(θ) (see (4.5))
in terms of the dual of the cumulant function. This lemma and the following discussion is



RELATIVE LOSS BOUNDS 225

interesting in its own right. Although it is not essential for the main development of this
paper, we will use it in the Bernoulli example discussed later. By combining (4.11) with this
lemma one can also get an expression for the total loss

∑T
t=1 Lt (θt ) of the on-line algorithm

(Lemma 3.1 of Azoury and Warmuth (1999)).

Lemma 4.3.

min
θ

(
η−1

0 1G(θ,θ0)+ L1..t (θ)
) = η−1

0 F(µ0)− η−1
t F(µt+1)−

t∑
t=1

ln P0(xt ).

Proof: We rewrite the right-hand-side of the equality of the lemma using the definition
of the dual functionF(µ) (3.6) and the expression (4.7) forµt+1:

η−1
0 (θ0 · µ0− G(θ0))− θt+1 ·

(
η−1

0 µ0+
t∑

q=1

xq

)
+ η−1

t G(θt+1)−
t∑

q=1

ln P0(xq).

We rewrite the above usingη−1
t = η−1

0 + t and the definitions of the loss and divergence:

η−1
0 (G(θt+1)− G(θ0)− (θt+1− θ0) · µ0)

+
t∑

q=1

(G(θt+1)− θt+1 · xq − ln P0(xq))

= η−1
0 1G(θt+1,θ0)+ L1..t (θt+1).

The above is equal toUt+1(θt+1). 2

Whenη−1
0 = 0 (the case of maximum likelihood), the above can be rewritten as:

inf
θ

(
1

t

t∑
q=1

− ln
PG(xq |θ)

P0(xq)

)
= −F(µt+1) = Eθt+1

(
− ln

PG(x |θt+1)

P0(x)

)
,

whereθt+1 = argminθ

(
1

t

t∑
q=1

− ln
PG(xq |θ)

P0(xq)

)
.

Thus, essentially the infimum of the average loss on the data equals the expected loss at
the parameter that minimizes the average loss, i.e., the maximum likelihood parameter. The
above relationship was used in Gruenwald (1998).

In the remaining subsections we discuss specific examples and give their relative loss
bounds.

4.1.1. Density estimation with a Gaussian.Here we derive relative loss bounds for the
Gaussian density estimation problem. Consider a Gaussian density overRd with a known
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and fixed variance-covariance matrix6:

P (x |θ, 6) ∼ exp

(
x′6−1θ − 1

2
θ′6−1θ + 1

2
x′6−1x

)
.

Without loss of generality, we will develop the bounds for the special case when6 is
the identity matrix. Similar bounds immediately follow for the general case of fixed but
arbitrary variance-covariance matrix by a linear transformation argument.

The Gaussian density with the identity matrix as the variance-covariance matrix is

P(x |θ) ∼ exp

(
x · θ − 1

2
θ2+ 1

2
x2

)
.

(Here,x2 is shorthand forx · x.) This density is a member of the exponential family with
natural parameterθ:

Cumulant function:G(θ) = 1
2θ

2.

Parameter transformations:g(θ) = θ = µ and f (µ) = µ = θ (identity functions).
Dual convex function:F(µ) = 1

2µ
2.

Loss:Lt (θ) = xt · θ − 1
2θ

2+ 1
2x2

t + const.

Note that the constant in the loss is immaterial for the bounds and therefore, we set it to
zero.

For the sake of simplicity, setθ0 = 0 and assumeT ≥ 2. Recall that for the Incremental
Off-line Update,θ1 = θ0 andθB = θT+1. By (4.11) withθ = θB, the difference between
the total loss of the Incremental Off-line Algorithm and the off-line algorithm is

T∑
t=1

Lt (θt )−UT+1(θB) =
T∑

t=1

η−1
t

1

2
(θt − θt+1)

2. (4.12)

We use the on-line updates (e.g. (4.9), (4.10)) to rewrite the divergences on the right-hand-
side:

2η−1
t (θt − θt+1)

2

(4.10)= (θt − θt+1) · (θt − xt )

= (θt − θt+1) · (−θt+1− xt )+ (θt − θt+1) · (θt + θt+1)

(4.9)= ηt−1(θt+1− xt ) · (−θt+1− xt )+ θ2
t − θ2

t+1

= ηt−1
(
x2

t − θ2
t+1

)+ θ2
t − θ2

t+1. (4.13)

We want to allowη−1
0 = 0. In this case, update (4.9) cannot be applied fort = 1. However,

by update (4.8), we have that for anyη−1
0 ≥ 0,θ2 = η1x1. Thus,1

2η
−1
1 (θ1− θ2)

2 = 1
2η1x2

1,
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for anyη−1
0 ≥ 0. Now (4.12) can rewritten as follows:

T∑
t=1

Lt (θt )−UT+1(θB)

= 1

2
η−1

1 (θ1− θ2)
2+

T∑
t=2

η−1
t

1

2
(θt − θt+1)

2

(4.13)= 1

2
η1x2

1+
T∑

t=2

1

2
ηt−1x2

t −
T∑

t=2

1

2
ηt−1θ

2
t+1+

1

2
θ2

2−
1

2
θ2

T+1. (4.14)

It is easy to find two examplesx1 andx2 for which the difference (4.14) depends on the
order in which the two examples are presented. We now develop an upper bound that is
permutation invariant, i.e., it does not depend on order in which the examples are presented.
We drop the negative terms from (4.14), useθ2 = η1x1, η1 ≤ 1 and assumex2

t ≤ X2:

T∑
t=1

Lt (θt )−UT+1(θB) ≤ 1

2
X2

(
η1+ η2

1 +
T∑

t=2

ηt−1

)

≤ 1

2
X2

(
3+

T∑
t=3

ηt−1

)
.

Since
T∑

t=3

ηt−1 =
T∑

t=3

1/
(
η−1

0 + t − 1
) ≤ ∫ η−1

0 +T−1

η−1
0 +1

(1/x) dx

= ln
((
η−1

0 + T − 1
)/(

η−1
0 + 1

))
,

we obtain the following relative loss bound:

Theorem 4.4. For Gaussian density estimation with the Incremental Off-line Algorithm
andθ0 = 0, η−1

0 ≥ 0,

T∑
t=1

Lt (θt )−min
θ

(
1

2
η−1

0 θ
2−

T∑
t=1

Lt (θ)

)
≤ 1

2
X2

(
3+ ln

(
1+ T − 2

η−1
0 + 1

))
,

where X= maxT
t=1 x2

t .

Note that in the special case whenη−1
0 = 0, then the off-line algorithm chooses a maximum

likelihood parameter and the above bound simplifies to1
2 X2(3+ ln(T − 1)).

4.1.2. Density estimation with a Gamma.Here we give the relative loss bounds for the
Gamma distribution. The Gamma density with shape parameterα and inverse scale param-
eterβ is

P(x |α, β) = e−xβxα−1βα

0(α)
, for x, α, β > 0.
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This is a member of the exponential family with natural parameterθ = −α/β. So the
density above in terms ofθ can be written as

P(x | θ, α) = eα(xθ+ln(−θ)) α
αxα−1

0(α)
.

We assumeα is known and fixed. The parameterα scales the loss and the divergences. The
inverse ofα is called the dispersion parameter. So for the sake of simplicity we dropα just
as we ignored the fixed variance in the case of Gaussian density estimation.

Cumulant function:G(θ) = − ln(−θ).
Parameter transformations:g(θ) = −1/θ = µ and f (µ) = −1/µ = θ .
Dual convex function:F(µ) = −1− lnµ.
Loss:Lt (θ) = xtθ + ln(−θ)+ const.

We bound the divergence betweenθt andθt+1, which leads to a relative loss bound for the
Incremental Off-line Algorithm (see (4.11)):

η−1
t 1G(θt , θt+1) = η−1

t 1F (µt+1, µt )

= η−1
t

(
ln

µt

µt+1
+ µt+1

µt
− 1

)
. (4.15)

Using the update (4.10) and the notationrt = xt/µt > 0:

η−1
t 1F (µt+1, µt ) = η−1

t

(
ln

(
µt

µt − ηt (µt − xt )

)
− ηt (µt − xt )

µt

)
= η−1

t ln

(
1+ 1− rt

η−1
t−1+ rt

)
+ rt − 1

≤ η−1
t

1− rt

η−1
t−1+ rt

+ rt − 1

= (1− rt )
2

η−1
t−1+ rt

≤ ηt−1(1− rt )
2

If xt ≤ µt , then(1− rt )
2 ≤ 1; if xt > µt , then(1− rt )

2 ≤ ( xt
µt
)2. Let X = maxT

t=1 xt and

Z = min({xt : 1 ≤ t ≤ T} ∪ {µ0}). Then(1− rt )
2 ≤ X2/Z2, because theµt are convex

combinations of the elements of{xt : 1 ≤ t ≤ T} ∪ {µ0}. If η−1
0 > 0, then the sum of the

divergences on the right-hand-side of (4.11) can be bounded by

X2

Z2

T∑
t=1

ηt−1 = X2

Z2
O(logT).

In summary we have the following relative loss bound:
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Theorem 4.5. For density estimation with a Gamma distribution using the Incremental
Off-line Algorithm andη−1

0 > 0,

T∑
t=1

Lt (θt )−min
θ

(
η−1

0 1G(θ, θ0)+
T∑

t=1

Lt (θ)

)
= X2

Z2
O(logT),

where X= maxT
t=1 xt and Z= min({xt : 1≤ t ≤ T} ∪ {µ0}).

Better relative loss bounds that include the case whenη−1
0 = 0 might be possible by bound-

ing (4.15) more carefully.

4.1.3. Density estimation for the general exponential family.Here we give a brief dis-
cussion of the form the bounds take for any member of the exponential family. We rewrite
the divergence betweenθt andθt+1:

η−1
t 1G(θt ,θt+1)= η−1

t 1F (µt+1,µt )

= η−1
t (F(µt+1)− F(µt )− (µt+1− µt ) · f (µt )).

After doing a second order Taylor expansion ofF(µt+1) atµt , this last term equals

1

2
η−1

t (µt+1− µt )
′∇2
µF(µ)|µ=µ̃t

(µt+1− µt )

= 1

2
ηt (µt − xt )

′∇2
µF(µ)|µ=µ̃t

(µt − xt ),

whereµ̃t is a convex combination ofµt andµt+1. If ∇2
µF(µ) is constant then we essentially

have a Gaussian. The general case may be seen as a local Gaussian with the time-varying
curvature. Any reasonable methods have to proceed on a case-by-case basis (Morris, 1982;
Gutiérrez-Pe˜na & Smith, 1995) based on the form of∇2

µF(µ), which is the inverse of the
variance function. Recall thatηt = O(1/t). So summing the last term should always give
a log(T)-style bound. Sometimes the range of thext needs to be restricted as done in the
previous subsections for density estimation with Gaussian and Gamma distributions.

4.1.4. Linear regression. In this subsection the bounds for linear regression are developed.
Here the instance domainX is Rd and the label domainY is R. The parameter domainΘ
is alsoRd and thed components of the parameter vectorsθ ∈ Θ are thed linear weights.
For a given example(xt , yt ) and parameter vectorθ, the linear model predicts withxt · θ.
The square lossLt (θ) = 1

2(xt · θ − yt )
2 is used to measure the discrepancy between the

prediction and the label for that example. Note thatLt (θ) is not strictly convex inθ. Thus,
we makeU0(θ) strictly convex so that the initial divergence1U0(θ,θ0) becomes strictly
convex and our updates always have a unique solution. We useU0(θ) = 1

2θ
′η−1

0 θ, where
η−1

0 is ad×d symmetric positive definite matrix. Now the divergence to the initial parameter
becomes1U0(θ,θ0) = 1

2(θ−θ0)
′η−1

0 (θ−θ0). Thus, for linear regression, the update (4.1)
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of the Incremental Off-line Update becomes:

θt+1 = argminθ Ut+1(θ), for 0≤ t ≤ T,

whereUt+1(θ) = 1

2
(θ − θ0)

′η−1
0 (θ − θ0)+

t∑
q=1

1

2
(x′qθ − yq)

2. (4.16)

Note that we use the transpose notationx′qθ instead of the dot product because the subse-
quent derivations will use matrix algebra. The above setup for linear regression is usually
interpreted as a conditional density estimation problem for a Gaussian labelyt given xt ,
where the cumulant function in trialt is 1

2(θ
′xt )

2 and the divergence corresponds to a
Gaussian prior onθ.

Again we develop the alternate on-line version of (4.16) as done in general in Lemma 4.1.
SinceUt (θ) equals1

2θ
′η−1

t−1θ except for linear terms, the on-line version becomes

θt+1 = argminθ

(
1

2
(θ − θt )

′η−1
t−1(θ − θt )+ 1

2
(x′tθ − yt )

2

)
.

By differentiating (4.16) for 0≤ t ≤ T , we obtain the Incremental Off-line Update for
linear regression:

θt+1 = ηt

(
η−1

0 θ0+
t∑

q=1

xq yq

)
, whereηt =

(
η−1

0 +
t∑

q=1

xqx′q

)−1

. (4.17)

This is the standard linear least squares update. It is easy to derive the following recursive
versions (for 1≤ t ≤ T):

θt+1 = ηtη
−1
t−1θt + ηtxt yt

θt+1 = θt − ηt−1(xtx′tθt+1− xt yt ) (4.18)

θt+1 = θt − ηt (xtx′tθt − xt yt ) (4.19)

Note the correspondence of the above updates to the updates (4.7–4.10) for density es-
timation. Also Lemma 4.2 becomes the following quadratic equation (see (4.11) for the
corresponding equation in density estimation):

T∑
t=1

Lt (θt )−
(

1

2
(θ − θ0)

′η−1
0 (θ − θ0)+ L1..T (θ)

)

=
T∑

t=1

1

2
(θt − θt+1)

′η−1
t (θt − θt+1)− 1

2
(θ − θT+1)

′η−1
T (θ − θT+1). (4.20)

We now reprove a bound obtained by Vovk (1997) for the Incremental Off-line Algo-
rithm. (For the sake of simplicity we chooseη−1

0 as a multiple of the identity matrixI .) A
similar bound was proven by Foster for the same algorithm. However, he assumes that the
comparatorθ is a probability vector (Foster, 1991).
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Theorem 4.6. For linear regression with the Incremental Off-line Algorithm andη−1
0 = aI

with a> 0,

T∑
t=1

Lt (θt )−min
θ

(
1

2
a(θ − θ0)

2−
T∑

t=1

Lt (θ)

)
≤ 2Y2d ln

(
T X2

a
+ 1

)
,

where X= max{|xt,i | : 1≤ t ≤ T, 1≤ i ≤ d} and Y= max{|yt |, |θt ·xt | : 1≤ t ≤ T}.

Note that this theorem assumes that the predictionsx′tθt of the labelsyt at trial t lie in
[−Y,Y]. If this assumption is not satisfied, we might use clipping, i.e., the algorithm predicts
with the number in [−Y,Y] that is closest tox′tθt . However, clipping requires the algorithm
to know Y. There is little incentive to work out the details for the Incremental Off-line
Algorithm because for the algorithm of the next section we can prove a better relative loss
bound and the predictions don’t need to lie in [−Y,Y].

Proof: We apply the Update (4.19) twice to the divergence in the sum of the right-hand-
side of (4.20). This give the first two equalities below. The third equality follows from
Lemma A.1 of the appendix.

1

2
(θt − θt+1)

′η−1
t (θt − θt+1)) = 1

2
(θt − θt+1)

′xt (x′tθt − yt )

= 1

2
(x′tθt − yt )

2x′tηtxt

= 1

2
(x′tθt − yt )

2

(
1−

∣∣η−1
t−1

∣∣∣∣η−1
t

∣∣
)

≤ 2Y2 ln

∣∣η−1
t

∣∣∣∣η−1
t−1

∣∣ . (4.21)

In the last inequality we used the assumption thatx′tθt ∈ [−Y,Y] and the fact thatz− 1≥
ln z. Note that the last inequality may not hold without the assumptionx′tθt ∈ [−Y,Y].

The theorem now follows from applying these crude approximations to the equality of
Lemma (4.2):

T∑
t=1

1

2
(θt − θt+1)

′η−1
t (θt − θt+1)) ≤

T∑
t=1

2Y2 ln

∣∣η−1
t

∣∣∣∣η−1
t−1

∣∣
= 2Y2 ln

|η−1
T |
|η−1

0 |

= 2Y2 ln

∣∣η−1
0 +

∑T
q=1 xqx′q

∣∣∣∣η−1
0

∣∣
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≤ 2Y2
d∑

i=1

ln

(
1+

∑T
q=1 x2

q,i

a

)

≤ 2Y2d ln

(
1+ T X2

a

)
.

The last inequality follows from the assumption thatxq,i ≤ X2. The second to last inequality
follows from the fact thatη−1

0 =aI and that the determinant of a symmetric matrix is at
most the product of the diagonal elements (see Beckenbach & Bellman, 1965), Chapter 2,
Theorem 7). 2

Ideally we don’t want to use this crude bounding method. The goal is to rewrite the
sum of divergences so that further telescoping occurs. For the Incremental On-line Update
we have not been able to do that. Below is a partial attempt that follows what we did for
Gaussian density estimation (4.13).

1
2(θt − θt+1)

′η−1
t (θt − θt+1))

(4.19)= 1
2(θt − θt+1)

′xt (x′tθt − yt )

= 1
2(θt − θt+1)

′xt (−x′tθt+1− yt )+ 1
2(θt − θt+1)

′xt (x′tθt + x′tθt+1)

(4.18)= 1
2(x
′
tθt+1− yt )

′x′tη
′
t−1xt (−x′tθt+1− yt )+ 1

2(x
′
tθt )

2− 1
2(x
′
tθt+1)

2

= 1
2x′tηt−1xt

(
y2

t − (x′tθt+1)
2
)+ 1

2(x
′
tθt )

2− 1
2(x
′
tθt+1)

2. (4.22)

In the last equality we use the fact thatηt−1 is symmetric. Note that the last two terms in the
final expression do not telescope as they did for the Gaussian case (4.13). Surprisingly, for
the Forward Algorithm that will be introduced in the next section, the corresponding two
terms do telescope. Thus, for Forward Algorithm, one can prove a bound as the one given
in Theorem 4.6 except that the last term in the bound is now1

2Y2d ln( T X2

a +1), a quarter of
what it was in Theorem 4.6. In the related problem for density estimation with a Gaussian,
the corresponding improved bound (with factor1

2) already holds for the Incremental Off-line
Algorithm.

5. Estimating the future loss—the Forward Algorithm

In this section we present our second algorithm called the Forward Algorithm and give some
lemmas that are used for proving relative loss bounds. In trialt , the Forward Algorithm
expects to see the next example and we allow it to incorporate an estimate of the loss on
this next example when choosing its parameter.

In regression, “part” of the example, namely the instancext , is available at trialt before
the algorithm must commit itself to a parameterθt . So the algorithm can use the instance
xt to form an estimatêLt (θ) of the loss at trialt . As we shall see in linear regression,
incorporating such an estimate in the motivation can be used to include the current instance
into the learning rate of the algorithm and this leads to better relative loss bounds. In density
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estimation, however, there are no instances, yet the algorithm still uses an estimate of the
future loss.

On-line protocol of the Forward Algorithm
Regression: Density estimation:
Initial hypothesis isθ0. Initial hypothesis isθ0.

For t = 1 to T do Fort = 1 to T do
Get instancext . ............

Guess loss ont-th example. Guess loss ont-th example.
Update hypothesisθt−1 to θt . Update hypothesisθt−1 to θt .
Predict withθt . Predict withθt .
Get labelyt of t-th example. Get examplext .
Incur lossLt (θt ). Incur lossLt (θt ).

We now define the update analogous to the previous section by minimizing a sum of a di-
vergence plus the losses in the pastt trials and an estimate of the lossL̂ t+1(θ) in the next trial.

The Forward Algorithm

θt+1 = argminθ Ut+1(θ), for 0≤ t ≤ T,

whereUt+1(θ) = 1U0(θ,θ0)+ L1..t (θ)+ L̂ t+1(θ). (5.1)

Assumption: The lossesLt (θ) (for 1 ≤ t ≤ T), the estimated losseŝLt (θ) (for 1 ≤ t ≤
T + 1), andU0(θ) are differentiable and convex functions from the parameter spaceΘ to
the reals. Furthermore, we assume that the argminθ Ut+1(θ) (for 1 ≤ t ≤ T) always have
a solution inΘ.

Note that the Incremental Off-line Algorithm is a special case of the Forward Algo-
rithm where all the estimated lossesL̂ t (θ) are zero. As before there is an alternate on-line
motivation of the update using a divergence to the last parameter vector.

Lemma 5.1. For the Forward Algorithm and1≤ t ≤ T ,

θt+1 = argminθ (1Ut (θ,θt )+ Lt (θ)+ L̂ t+1(θ)− L̂ t (θ)).

Proof: Since∇Ut (θt ) = 0 and

Ut+1(θ) = Ut (θ)+ Lt (θ)+ L̂ t+1(θ)− L̂ t (θ),

we can rewrite the argument of the argmin as:

Ut (θ)−Ut (θt )− (θ − θt ) · ∇Ut (θt )+ Lt (θ)+ L̂ t+1(θ)− L̂ t (θ)

= Ut+1(θ)−Ut (θt ).

Thus, sinceUt (θt ) is a constant, the argmin forθt+1 used in the definition (5.1) is the same
as the argmin of the lemma. 2
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The following key lemma is a generalization of Lemma 4.2 for the Incremental Off-line
Algorithm.

Lemma 5.2. For the Forward Algorithm, any sequence of T examples and anyθ ∈ 2,

T∑
t=1

Ltθt )−
(
1U0(θ,θ0)+

T∑
t=1

Lt (θ)

)

=
T∑

t=1

(1Ut+1(θt ,θt+1)− L̂ t+1(θt )+ L̂ t (θt ))

−1UT+1(θ,θT+1)+ L̂T+1(θ)− L̂1(θ)+1U1(θ,θ1)−1U0(θ,θ0).

Proof: For 0≤ t ≤ T , we expand the divergence1Ut+1(θ,θt+1) and use∇Ut+1(θt+1)

= 0. As in the proof of Lemma 4.2, this gives us

1Ut+1(θ,θt+1) = Ut+1(θ)−Ut+1(θt+1). (5.2)

SinceUt+1(θ) = Ut (θ)+ Lt (θ)+ L̂ t+1(θ)− L̂ t (θ), for 1≤ t ≤ T , we obtain

Lt (θ) = 1Ut+1(θ,θt+1)− L̂ t+1(θ)+ L̂ t (θ)+Ut+1(θt+1)−Ut (θ). (5.3)

For the special case ofθ = θt , we get:

Lt (θt ) = 1Ut+1(θt ,θt+1)− L̂ t+1(θt )+ L̂ t (θt )+Ut+1(θt+1)−Ut (θt ). (5.4)

Subtracting (5.3) from (5.4) and applyingUt (θ)−Ut (θt ) = 1Ut (θ,θt ) (a version of (5.2)),
we obtain

Lt (θt )− Lt (θ) = 1Ut+1(θt ,θt+1)− L̂ t+1(θt )+ L̂ t (θt )−1Ut+1(θ,θt+1)

+ L̂ t+1(θ)− L̂ t (θ)+1Ut (θ,θt ).

The equation of the lemma follows by summing the above over allT trials and subtracting
1U0(θ,θ0) from both sides. 2

Any relative loss bound for the Forward Algorithm must be based on bounding the
right-hand-side of this lemma.

5.1. Density estimation with the exponential family

Here we apply the Forward Algorithm to the problem of density estimation with the
exponential family of distributions. We chooseU0(θ)= η−1

0 G(θ) as done for the Incre-
mental Off-line Algorithm. Thus, the initial divergence becomesU0(θ) = 1U0(θ,θ0) =
η−1

0 1G(θ,θ0).
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For the estimated future loss we useL̂ t+1(θ) = G(θ)−θ ·µ0+const. This may be seen
as the average loss of a number of examples{z1, . . . , zk} for which (

∑k
q=1 zq)/k = µ0.

Also, if µ0 lies in the instance domain, thenµ0 can be seen as a guess for the future instance
with the corresponding loss beinĝLt+1(θ). The estimated losŝLt+1(θ) can we rewritten as
1G(θ,θ0) + const. Thus, with the above choices, the Forward Algorithm (5.1) becomes
the following (for 0≤ t ≤ T):

θt+1 = argminθ Ut+1(θ),

whereUt+1(θ) =
(
η−1

0 + 1
)
1G(θ,θ0)+ L1..t (θ).

This is the same as the Incremental Off-line Algorithm (4.5) except that the trade-off
parameter is nowη−1

0 + 1 instead ofη−1
0 . For 1≤ t ≤ T , the on-line motivation becomes

θt+1 = argminθ
(
η−1

t 1G(θ,θt )+ Lt (θ)
)
,

whereη−1
t = η−1

0 + t.

This is the same as the on-line motivation of the Incremental Off-line Algorithm (4.6) except
thatη−1

t−1 is increased by one toη−1
t . The updates (4.7–4.10) and Lemma 4.3 remain the

same but the learning rates are shifted:

µt+1 = ηt+1

(
η−1

1 µ0+
t∑

t=1

xt

)
, (5.5)

µt+1 = ηt+1ηt−1µt + ηt+1xt , (5.6)

µt+1 = µt − ηt (µt+1− xt ), (5.7)

µt+1 = µt − ηt+1(µt − xt ). (5.8)

The above updates hold for 1≤ t ≤ T . The first one holds fort = 0 as well which shows
thatµ1 = µ0 for our choice of the estimatêLt+1(θ).

Since the estimated loss is independent of the trial, the estimated losses in the last equality
of Lemma 5.2 cancel and we get:

T∑
t=1

Lt (θt )−
(
η−1

0 1G(θ,θ0)+ L1..T (θ)
)

=
T∑

t=1

η−1
t+11G(θt ,θt+1)− η−1

T+11G(θ,θT+1)+1G(θ,θ0). (5.9)

5.2. Density estimation with a Gaussian

In this section, we give a bound for the Forward Algorithm that is better than the correspond-
ing bound for the Incremental Off-line Algorithm. Following the same steps as in (4.13),
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we simplify the following divergence:

2η−1
t+11G(θt ,θt+1) = ηt

(
x2

t − θ2
t+1

)+ θ2
t − θ2

t+1.

Using this, (5.9) becomes

T∑
t=1

Lt (θt )−
(

1

2
η−1

0 (θ − θ0)
2+ L1..T (θ)

)

=
T∑

t=1

1

2
ηt
(
x2

t − θ2
t+1

)+ 1

2
θ2

1−
1

2
θ2

T+1−
1

2
η−1

T+1

(
θ − θT+1

)2+ 1

2
(θ − θ0)

2.

We now setθ0 (and thusθ1) to zero and chooseθ = θB.

T∑
t=1

Lt (θt )−
(

1

2
η−1

0 θ
2
B + L1..T (θB)

)

=
T∑

t=1

1

2
ηtx2

t −
T−1∑
t=1

1

2
ηtθ

2
t+1

− 1

2
(ηT + 1)θ2

T+1−
1

2
η−1

T+1(θB − θT+1)
2+ 1

2
θ2

B. (5.10)

SinceθB = ηTη
−1
T+1θT+1 = (1+ ηT )θT+1, (θB − θT+1)

2 = η2
Tθ

2
T+1. Thus, the last three

terms of the above equation can be rewritten as:

1

2
θ2

T+1(−1− ηT − ηT (1+ ηT )+ (1+ ηT )
2) = 0. (5.11)

If x2
t ≤ X2, then Equation (5.10) is bounded by

1

2
X2

T∑
t=1

ηt ≤ 1

2
X2

(
η1+ ln

η−1
0 + T

η−1
0 + 1

)
≤ 1

2
X2

(
1+ ln

(
1+ T − 1

η−1
0 + 1

))
.

Theorem 5.3. For Gaussian density estimation with the Forward Algorithm andθ0 = 0,
η−1

0 ≥ 0,

T∑
t=1

Lt (θt )−min
θ

(
1

2
η−1

0 θ
2−

T∑
t=1

Lt (θ)

)
=

T∑
t=1

1

2
ηtx2

t −
T−1∑
t=1

1

2
ηtθ

2
t+1

≤ 1

2
X2

(
1+ ln

(
1+ T − 1

η−1
0 + 1

))
,

where X= maxT
t=1 x2

t .

Note that the above bound for the Forward Algorithm is better than the bound for the
Incremental Off-line algorithm (see Theorem 4.4). The improvement is essentially 2X2.
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5.3. Density estimation with a Bernoulli

In this subsection we give the relative loss bounds for the Bernoulli distribution. Here the
examplesxt are coin flips in{0, 1} and the distribution is typically expressed asP(x |µ) =
µx(1−µ)1−x, whereµ is the probability of 1. Letθ = ln µ

1−µ . So the distribution in terms
of θ is

P(x | θ) = exp(θx − ln(1+ eθ )).

This is a member of the exponential family with natural parameterθ .

Cumulant function:G(θ) = ln(1+ eθ ).
Parameter transformations:µ = g(θ) = eθ

1+eθ andθ = f (µ) = ln µ

1−µ .
Dual function:F(µ) = µ lnµ+ (1− µ) ln(1− µ).
Loss:Lt (θ) = −xtθ + ln(1+ eθ ) = −xt lnµ− (1− xt ) ln(1− µ).

Consider the Forward Algorithm withη−1
0 = 0 andθ0 = 0 (i.e.,µ0 = 1

2). In this case
µB =

∑T
t=1 xt

T (maximum likelihood) and the Forward Algorithm usesµt+1 =
1
2+
∑t

q=1 xq

t+1 .
We first develop a concise expression for the total loss of the algorithm.

Lemma 5.4. For Bernoulli density estimation with the Forward Algorithm and m0 = 1
2,

η−1
0 = 0,

T∑
t=1

Lt (θt ) = ln T ! − ln
TµB∏
q=1

(
q − 1

2

)
− ln

T−TµB∏
q=1

(
q − 1

2

)
.

Proof: We first rewrite the loss at trialt in various ways. Letst abbreviate
∑t

q=1 xq.

Lt (θt ) = −xt ln
1
2 + st−1

t
− (1− xt ) ln

(
1−

1
2 + st−1

t

)

= ln t − xt ln

(
1

2
+ st−1

)
− (1− xt ) ln

(
t −

(
1

2
+ st−1

))

= ln t −


ln

(
st − 1

2

)
if xt = 1

ln

(
t − st − 1

2

)
if xt = 0.

We now develop a formula for
∑T

t=1 Lt (θt ). Note that in all trialst in which xt = 1 (i.e.,
whenst increases by one), the lossLt (θt ) contains the term− ln(st − 1

2). Over allT trials,
these terms contribute

∑sT
q=1 ln(q− 1

2). Similarly, in all trialst in which xt = 0 (i.e., when
t − st increases by one), the lossLt (θt ) contains the term− ln(t − st − 1

2). Over allT trials,
these terms contribute

∑T−sT
q=1 ln(q− 1

2). From this and the fact thatTµB = sT , the lemma
follows. 2
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Note that the right-hand-side of the expression of the lemma is independent of the order
in which the examples were seen. Thus, for Bernoulli distribution, the total loss of the
forward algorithm is permutation invariant. By Lemma 4.3,L1..T (θB) = minθ L1..T (θ) =
−η−1

T F(µB) and thus

T∑
t=1

Lt (θt )− L1..T (θB) = ln T ! − ln
TµB∏
q=1

(
q − 1

2

)
− ln

T−TµB∏
q=1

(
q − 1

2

)
+ T(µB lnµB + (1− µB) ln(1− µB)).

An equivalent expression using the Gamma function was first derived by Freund (1996)
based on the Laplace method of integration, (see discussion in Section 6).

T∑
t=1

Lt (θt )− L1..T (θB)

= ln0(T + 1)− ln0

(
TµB + 1

2

)
− ln0

(
T − TµB + 1

2

)
+ ln(π)

+ T(µB lnµB + (1− µB) ln(1− µB)).

Using the standard approximations of the Gamma function one can bound the right-hand-
side of the above by12 ln(T + 1)+ 1

2 lnπ .

Theorem 5.5(Freund, 1996). For Bernoulli density estimation with the Forward Algo-
rithm andµ0 = 1

2, η−1
0 = 0,

T∑
t=1

Lt (θt )−min
θ

T∑
t=1

Lt (θ) ≤ 1

2
ln(T + 1)+ 1

2
lnπ.

5.4. Linear regression

In this subsection we derive relative loss bounds for the Forward Algorithm when applied
to linear regression. As for the Incremental Off-line Algorithm, we letU0(θ) = 1

2θ
′η−1

0 θ,
whereη0 is symmetric and positive definite. The divergence to the initialθ0 is again
1U0(θ,θ0)= 1

2(θ−θ0)
′η−1

0 (θ−θ0). We use the estimated future lossL̂ t+1(θ) = 1
2(x
′
t+1θ−

x′t+1θ0)
2, i.e., the next labelyt+1 is guessed asx′t+1θ0. Thus, the Forward Update (5.1) for

linear regression becomes:

θt+1 = argminθ Ut+1(θ), for 0≤ t ≤ T,

whereUt+1(θ) = 1

2
(θ − θ0)

′η−1
0 (θ − θ0)

+
t∑

q=1

1

2
(x′qθ − yq)

2+ 1

2
(x′t+1θ − x′t+1θ0)

2.
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With this definition,U1(θ,θ0) = 1
2(θ−θ0)

′η−1
0 (θ−θ0)+ 1

2(x
′
1θ−x′1θ0)

2 is minimized at
θ0, and thusθ1 = θ0. By differentiatingUt+1(θ), we obtain the Forward Update for linear
regression (0≤ t ≤ T):

θt+1 = ηt+1

((
η−1

0 + xt+1x′t+1

)
θ0+

t∑
q=1

xq yq

)
,

whereηt+1 =
(
η−1

0 +
t+1∑
q=1

xqx′q

)−1

. (5.12)

Note thatθt+1 depends onxt+1. Thus, the Forward Algorithm is different from the Incre-
mental Off-line Algorithm (4.17) in that it uses the current instance to form its prediction.

For the sake of simplicity we assume for the rest of this section thatθ0 = 0. Recursive
versions of the above update are the following (1≤ t ≤ T).

θt+1 = ηt+1η
−1
t θt + ηt+1xt yt

θt+1 = θt − ηt (xt+1x′t+1θt+1− xt yt ) (5.13)

θt+1 = θt − ηt+1(xt+1x′t+1θt − xt yt ). (5.14)

We now rewrite the equality of Lemma 5.2 for linear regression. Since1U1(θ,θ1) −
1U0(θ,θ0) = 1

2θ
′x1x′1θ = L̂1(θ), we get

T∑
t=1

Lt (θt )−
(

1

2
θ′η−1

0 θ + L1..T (θ)

)

=
T∑

t=1

(
1

2
(θt − θt+1)

′η−1
t+1(θt − θt+1)− 1

2
(x′t+1θt )

2+ 1

2
(x′tθt )

2

)
− 1

2
(θ − θT+1)

′ηT+1(θ − θT+1)+ 1

2
(x′T+1θ)

2. (5.15)

Following the same steps we used for the Incremental Off-line Algorithm (4.22) we get:

1
2(θt − θt+1)

′η−1
t+1(θt − θt+1)

(5.14)= 1
2(θt − θt+1)

′(xt+1x′t+1θt − xt yt )

= 1
2(θt − θt+1)

′(−xt+1x′t+1θt+1− xt yt )+ 1
2(θt − θt+1)

′xt+1x′t+1(θt + θt+1)

(5.13)= 1
2(xt+1x′t+1θt+1− x′t yt )η

′
t (−xt+1x′t+1θt+1− xt yt )

+ 1
2(x
′
t+1θt )

2− 1
2(x
′
t+1θt+1)

2

= 1
2x′tηtxt y

2
t − 1

2x′t+1ηtxt+1(x′t+1θt+1)
2+ 1

2(x
′
t+1θt )

2− 1
2(x
′
t+1θt+1)

2.
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Using the above, the argument of the sum on the right-hand-side of Equation (5.15) can be
simplified as follows:

1
2(θt − θt+1)

′η−1
t+1(θt − θt+1)− 1

2(x
′
t+1θt )

2+ 1
2(x
′
tθt )

2

= 1
2x′tηtxt y

2
t − 1

2x′t+1ηtxt+1(x′t+1θt+1)
2+ 1

2(x
′
tθt )

2− 1
2(x
′
t+1θt+1)

2.

Note that the last two terms telescope. In the corresponding derivation for the Incremental
Off-line Update, the last two terms did not telescope (4.22). So now (5.15) withθ = θB

becomes:

T∑
t=1

Lt (θt )−
(

1

2
θ′Bη

−1
0 θB + L1..T (θB)

)

=
T∑

t=1

1

2
x′tηtxt y

2
t −

T−1∑
t=1

1

2
x′t+1ηtxt+1(x′t+1θt+1)

2 (5.16)

− 1

2
(1+ x′T+1ηTxT+1)(x′T+1θT+1)

2

− 1

2
(θB − θT+1)

′η−1
T+1(θB − θT+1)+ 1

2
(x′T+1θB)

2

As in Gaussian density estimation (5.10), we will now show that the last three terms of the
above equation are zero. First we rewriteθB as:

θB = ηTη
−1
T+1θT+1 = (I + ηtxT+1x′T+1)θT+1,

whereI is the identity matrix.
The last term becomes:

1
2(x
′
T+1(I + ηTxT+1x′T+1)θT+1)

2 = 1
2(1+ x′T+1ηTxT+1)

2(x′T+1θT+1)
2.

The second to last term simplifies to:

− 1
2(ηTxT+1x′T+1θT+1)

′η−1
T+1(ηTxT+1x′T+1θT+1)

= − 1
2x′T+1ηTη

−1T+1ηTxT+1(x′T+1θT+1)
2

= − 1
2x′T+1ηT (I + xT+1x′T+1ηT )xT+1(x′T+1θT+1)

2

= − 1
2x′T+1ηTxT+1(1+ x′T+1ηTxT+1)(x′T+1θT+1)

2.

We now sum the last three terms while pulling out the factor1
2(x
′
T+1θT+1)

2:

1
2(−1− x′T+1ηTxT+1− x′T+1ηTxT+1(1+ x′T+1ηTxT+1)

+ (1+ x′T+1ηTxT+1)
2)(x′T+1θT+1)

2 = 0.

Thus, the last three terms are zero just as they were for Gaussian density estimation with
the Forward algorithm (5.11).
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Finally, we can use the upper bound (see Theorem 4.6)

1

2
y2

t x′tηtxt = y2
t

(
1−

∣∣η−1
t−1

∣∣∣∣η−1
t

∣∣
)
≤ 1

2
Y2 ln

∣∣η−1
t−1

∣∣∣∣η−1
t

∣∣ ,
whereY = maxT

t=1 y2
t . Now the sums on the right-hand-side of (5.16) can be bounded by

1
2Y2d ln(1+ T X2

a ).
We now summarize the relative loss bound we proved for the Forward Algorithm:

Theorem 5.6. For linear regression with the Forward Algorithm andθ0 = 0, η−1
0 = aI

with a> 0,

T∑
t=1

Lt (θt )−min
θ

(
1

2
aθ2−

T∑
t=1

Lt (θ)

)

=
T∑

t=1

1

2
x′tηtxt y

2
t −

T−1∑
t=1

1

2
x′t+1ηtxt+1(x′t+1θt+1)

2 (5.17)

≤ 1

2
Y2d ln

(
1+ T X2

a

)
. (5.18)

where Y= maxT
t=1 y2

t .

Note the above bound for the Forward algorithm is better than the corresponding bound
for the Incremental Off-line Algorithm (see Theorem 4.6). The improvement is by a factor
of four. The above bound (5.18) was first proven by Vovk (1997) using integration. An
alternate proof for the exact expression (5.17) was given by Forster (1999).

6. Relationship to the Bayes’ algorithm

There is an alternate method pioneered by Vovk (1997), Freund (1996) and Yamanishi (1998)
for proving relative loss bounds. In this section we sketch this method and compare it to
ours. A distribution is maintained on the set of parametersΘ. The parameters can be
names of algorithms and are called experts in the on-line learning literature (Cesa-Bianchi
et al., 1997). The initial work only considered the case whenΘ is finite (Vovk 1990;
Littlestone & Warmuth, 1994; Haussler, Kivinen, & Warmuth, 1998). However, the method
can also be applied whenΘ is continuous (Freund, 1996; Vovk, 1997; Yamanishi, 1998).
At the beginning of trialt , the distribution onΘ has the form

Pt (θ) = P1(θ) e−ηL1..t−1(θ)∫
θ̃ P1(θ̃) e−ηL1..t−1(θ̃)

, (6.1)
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whereP1 is a prior andη > 0 a learning rate. The following type of inequality is the main
part of the method:

L A(t) ≤ −1

η
ln
∫
θ

Pt (θ) e−ηLt (θ) (6.2)

= −1

η
ln
∫
θ

P1(θ) e−ηL1..t (θ) + 1

η
ln
∫
θ

P1(θ) e−ηL1..t−1(θ).

HereL A(t)denotes the loss of the algorithm at trialt . An important special case occurs when
whenη = 1 and the lossLq(θ) is a negative log-likelihood with respect to a parameterized
density, i.e.,Lq(θ) = − ln(P(xq |θ)). We call this theBayes’ Algorithm. In this case,
Pt as given in (6.1) is the posterior distribution after seeing the firstt − 1 examples. If
the algorithm in trialt predicts with the predictive distributionP(x | x1, . . . , xt−1) (i.e.,
L A(t) = − ln P(xt | x1, . . . , xt−1)), then (6.2) is an equality (DeSantis, Markowsky, &
Wegman, 1988).

In the more general setting (whenη 6= 1 and the losses are not necessarily negative
log-likelihoods), the prediction of the algorithm is chosen so that inequality (6.2) holds no
matter what thet-th example will be. Also, the larger the learning rateη, the better the
resulting relative loss bounds. The learning rateη is chosen as large as possible so that a
prediction is always guaranteed to exist for which inequality (6.2) holds. The same learning
rate is used in allT trials. The inequality is often tight when the examples lie on the boundary
of the set of possible examples. By summing the inequality (6.2) over all trials, one gets the
bound

T∑
t=1

L A(t) ≤ −1

η
ln
∫
θ

P1(θ)e
−ηL1..T (θ). (6.3)

If the above integral cannot be computed exactly, then it is bounded using Laplace’s method
of integration around the best off-line parameter (Freund, 1996; Yamanishi, 1998).

We would like to point out the following distinction between the above method and
the algorithms presented in this paper. The prediction of the Bayes’ Algorithm (i.e., the
predictive distribution) is usually not represented by a parameter (or expert) inΘ. In-
stead, the algorithms analyzed in this paper chooses a MAP parameter inΘ in each trial.
In the case of the Bernoulli distribution, the Bayes’ Algorithm based on Jeffrey’s prior
(Freund, 1996; Xie & Barron, 1997) coincides with the Forward Algorithm whenη−1

0 = 0
andµ 0= 1

2 (Section 5.3). Similarly, in the case of linear regression with the Gaussian prior,
Vovk’s algorithm (Vovk, 1997) coincides with the Forward Algorithm for linear regression
(Section 5.4). However, it is not clear that for other density estimation problems in the
exponential family the predictions of the Bayes’ Algorithm (Takeuchi & Barron, 1997;
Takeuchi & Barron, 1998) (or the algorithms produced by for the more general case when
η 6= 1) are represented by parameters in the parameter space.

In contrast, our method of proving relative loss bounds avoids the use of the involved
integration methods needed for (6.3) (Freund, 1996; Yamanishi, 1998; Cover, 1991; Cover
& Ordentlich, 1996). The parameter we maintain is based on a simple average of the past
examples, which is a sufficient statistic for the exponential family.



RELATIVE LOSS BOUNDS 243

7. Conclusion

In this paper, we presented techniques for proving relative loss bound for density estimation
with the exponential family. We gave a number of examples of how to apply our methods,
including the case of linear regression. For an exponential density with cumulant function
G, we use the Bregman divergence1G(θ̃,θ) as the measure of distances between the
parameters̃θ andθ. Thus, the lossLt (θ)= − ln PG(xt |θ) and divergence are based on the
same functionG. However, lemmas 4.2 and 5.2 and the methodology for proving relative
loss bounds are more general in that the initial divergence and the loss do not need to
be related. These lemmas might be further extended to non-differentiable convex functions
using the generalized notion of Bregman divergences that was introduced by Gordon (1999).

The parameters maintained by our algorithms are invariant to permuting the past exam-
ples. However, the total on-line loss of the algorithms is not permutation invariant. Therefore,
an adversary could use this fact and present the examples in an order disadvantageous to the
learning algorithm. This suggests that there are algorithms with better relative loss bounds.

The Incremental Off-line Algorithm and the Forward Algorithm are incomparable in the
sense that either one may have a larger total loss. However, we believe that in some sense
the Forward Algorithm is better and this needs to be formalized. This belief is inspired
by the phenomenon of the Stein estimator in statistics (Stein, 1956), since like the Stein
estimator, the Forward Update uses a shrinkage factor when compared to the Incremental
Off-line Update.

We still need to explore how the bounds obtained in this paper relate to the large body of
research from the Minimum Description Length literature (Rissanen, 1989; Rissanen, 1996).
In this literature, lower and upper bounds on the relative loss of the formd

2 ln(T) + O(1)
have been explored extensively, whered is the number of parameters. However, in contrast
to the setup used in this paper, the work in the Minimum Description Length literature does
not require that the algorithm predicts with a parameter in the parameter space.

The methodology developed in this paper for proving relative loss bounds still needs
to be worked out for more learning problems. For instance, is there always a log(T)-style
relative loss bound for any member of the exponential family (see Section 4.1.3). Another
open problem is to prove log(T)-style bounds for logistic regression?

Finally, lower bounds on the relative loss need to explored for the case when the algorithm
is restricted to predict with a parameter in the parameter space. Such bounds have been shown
for linear regression (Vovk, 1997). In particular, it was proven that the constant before ln(T)
in the relative loss bound of the Forward Algorithm (Theorem 5.6) is tight. However, no gen-
eral log(T)-style lower bounds is known for an arbitrary member of the exponential family.

Appendix A

Proof of Property 7 of Section 3.3:

Since the divergence is convex in its first argument, we can use it to define another divergence
1J(θ̃,θ), whereJ(θ) = 1G(θ,θ3). We now expand1J(θ,θ2) as follows:

1J(θ,θ2) = J(θ1)− J(θ2)− (θ1− θ2) · ∇θ2 J(θ2)

= 1G(θ1,θ3)−1G(θ2,θ3)− (θ1− θ2) · (µ2− µ3). (A.1)
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SinceG(θ)− J(θ) is linear inθ, we have by Property 6 that the divergences with respect
to G andJ are the same. Thus, (A.1) is equivalent to Property 7. 2

Lemma A.1. For t = 1, . . . , T ,

x′tηtxt = 1−
∣∣η−1

t−1

∣∣∣∣η−1
t

∣∣ .
Proof:∣∣η−1

t−1

∣∣ = ∣∣η−1
t − xtx′t

∣∣ = ∣∣η−1
t

∣∣∣∣I − ηtxtx′t
∣∣

= ∣∣η−1
t

∣∣∣∣η−1/2
t (I − ηtxtx′t )η

1/2
t

∣∣ = ∣∣η−1
t

∣∣∣∣I − η1/2
t xtx′tη

1/2
t

∣∣.
So we only have to show that

∣∣I − η1/2
t xtx′tη

1/2
t

∣∣ = 1− x′tηtxt . With z= η1/2
t xt this can be

rewritten as
∣∣I − z z′

∣∣ = 1−z′z. The determinant ofI−z z′ is the product of itsd eigenvalues.
Since

(I − z z′)z= z− z z′z= z− z′z z= (1− z′z)z,

z is an eigenvector with eigenvalue 1− z′z. For any set ofd − 1 vectorsui orthogonal toz
we have(I − z z′)ui = 1ui . Thus, theui are all eigenvectors with eigenvalue one and the
product of alld eigenvectors is 1− z′z. 2
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