
© Springer-Verlag Berlin Heidelberg 2015 
H. Zha et al. (Eds.): CCCV 2015, Part I, CCIS 546, pp. 387–397, 2015. 
DOI: 10.1007/978-3-662-48558-3_39 

Light-Weight Spatial Distribution Embedding  
of Adjacent Features for Image Search 

Yan Zhang1,2, Yao Zhao1,2, Shikui Wei3(), and Zhenfeng Zhu1,2 

1 Institute of Information Science, Beijing Jiaotong University, Beijing 100044, China 
2 Beijing Key Laboratory of Advanced Information Science and Network Technology,  

Beijing 100044, China 
3 Hubei Key Laboratory of Intelligent Vision Based Monitoring for Hydroelectric Engineering, 

China Three Gorges University, Yichang 443002, Hubei, China 
shkwei@bjtu.edu.cn 

Abstract. Binary code embedding methods can effectively compensate the quan-
tization error of bag-of-words (BoW) model and remarkably improve the image 
search performance. However, the existing embedding schemes commonly gen-
erate binary code by projecting local feature from original feature space into a 
compact binary space. The spatial relationship between the local feature and its 
neighbors are ignored. In this paper, we proposed two light-weight binary code 
embedding schemes, named content similarity embedding (CSE) and scale simi-
larity embedding (SSE), to better balance the image search performance and re-
source cost. Specially, the spatial distribution information for any local feature and 
its nearest neighbors are encoded into only several bits, which are used to verify the 
asserted matches of local features. The experimental results show that the proposed 
image search scheme achieves a better balance between image search performance 
and resource usage (i.e., time cost and memory usage). 
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1 Introduction 

Content-based image search is the core technique for many real-world visual applica-
tions, such as frame fusion based video copy detection [1], logo detection [2], visual 
content recognition [3]. However, image search remains a challenge due to the deviation 
of semantic understanding between human and computer, and the appearance variations 
in scale, orientation, illuminations, etc. [4]. In consideration of the robustness and effec-
tiveness of local visual features, the image searching frameworks based on local features 
are commonly employed in both research and industrial areas. Local features like SIFT 
[5], SURF [6], etc., are originally proposed for image matching, which are generally 
invariant to image scale and rotation, and are shown to provide robust matching across a 
substantial range of affine distortion. Nevertheless, original matching schemes between 
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two images are generally based on the similarity measurement of local feature sets, which 
requires large cost in both computation and storage.  

To facilitate the image search with large scale image datasets, pioneering scheme, 
named Bag-of-Words (BoWs) model [7], is proposed for significantly simplifying the 
matching process. The key idea of BoW is to quantize each local feature into one or 
several so-called visual words, and represent each image as a collection of orderless 
visual words. After mapping local features into visual words, lots of excellent techniques 
in text retrieval area can be directly employed, which makes it possible to represent, 
index, and retrieve images like text documents. Although the BoW model shows im-
pressive performance in both image search accuracy and time cost, it suffers greatly from 
visual word ambiguity and quantization error, i.e., representing a high dimensional de-
scriptor with a visual word results in large information loss. It is possible for BoW model 
to quantize totally different local features into the same visual word when the visual 
dictionary is small. This will unavoidably cause false matches and decrease image search 
accuracy. A straightforward solution to this problem is to build a large scale visual dic-
tionary [8]. However, it is not easy for the traditional methods like k-mean clustering to 
build a large scale visual dictionary due to their high computing cost. In addition, the 
performance improvement will trend smoothing when dictionary size is large enough. 
Another solution is to build a compact binary code for each local feature [4]. In this way, 
each local feature is associated with one visual word and one binary code. Since the 
binary code can greatly filter out false matches, the image search accuracy is remarkably 
improved. More significantly, the searching time cost is greatly reduced. However, this 
kind of embedding method separately build a binary code for each local feature, yet the 
spatial relationships among local features are not taken into account. Therefore, these 
methods severely limit the discriminative power of binary codes. To address this issue, 
multiple visual phrase (MVP) [9] is proposed in recent years. Instead of visual word, a 
multiple visual phrase is used to represent each local feature by exploring the spatial 
distribution of local features. In fact, the existing MVP scheme will result in large com-
puting cost and memory usage since the MVP of each local feature is associated with 
several adjacent local features and their correlation information. 

In this paper, our key goal is to design a light-weight image search framework, 
which can achieves a better balance between search performance and resource cost. 
This framework consists two key components, i.e., large-scale visual dictionary con-
struction and light-weight binary code embedding. To constructing a large-scale visu-
al dictionary, the optimal product quantization (OPQ) [10] is employed. Since a 
large-scale visual dictionary is built by Cartesian product of a set of small 
sub-dictionaries, the visual word assignment is extremely efficient and the memory 
usage for storing the dictionary is much less than traditional ones. To fully explore the 
spatial information among local features but reduce computational cost and memory 
usage, we propose two light-weight binary code embedding schemes, named content 
similarity embedding(CSE) and scale similarity embedding(SSE). Since spatial clues 
among local features are encoded into only several bits, the memory usage is much 
less than the existing schemes. The experimental results show the proposed image 
search schemes achieve a better balance between image search performance and  
resource usage (i.e., time cost and memory usage). 
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2 Related Work 

Local descriptors like SIFT provide robust matching across a substantial range of 
affine distortion. But matching local descriptors is time-consuming because each image 
may contain thousands of high-dimensional descriptors. An efficient solution is to 
quantize local descriptors into visual words [7]. However, due to the quantization error, 
many false matches occur when matching two images, which unavoidably decrease the 
image search accuracy. To improve the discriminative power of BoW model, one 
solution is to build a compact binary code for each local feature [4]. Although em-
bedding methods can filter out false matches, it has been illustrated that single visual 
word cannot preserve the spatial information in images, which has been proven im-
portant for visual matching.  

To introduce spatial information into BoW model, lots of works are conducted to 
combine multiple visual words with spatial information. For example, descriptive 
visual phrase (DVP) is generated in [12] by selecting two nearby visual words. Gen-
erally, considering visual words in groups rather than single visual word captures 
stronger discriminative power. However, in the existing visual phrase methods, two 
visual phrases are matched only if they have the same number of visual words, which 
reduces the match flexibility. In [13], Geometry preserving Visual Phrase(GVP) is 
proposed to encode the spatial information of local features, including both 
co-occurrences and the local and long-range spatial layouts of visual words. With 
little increase in memory usage and computational time, the improvement of search 
accuracy is witnessed. However, GVP only captures the translation invariance. Al-
though its extension to scale and rotation invariance can be achieved by increasing 
dimension of the offset space, more memory usage and time cost will be needed. Spa-
tial coding [14] is proposed to efficiently check spatial consistency globally. It uses 
spatial maps to record the spatial relationship of all matched feature pairs. Neverthe-
less, spatial coding is very sensitive to rotation due to the intrinsic limitation of the 
spatial map. Zhang etc. in [9] proposed a multi-order visual phrase (MVP) which 
contains two complementary clues: center visual word quantized from the local de-
scriptor and the visual and spatial clues of multiple nearby local features. This method 
shows an impressive performance improvement in image search accuracy. However, it 
needs large memory to store the MVP information and more computational time in 
online searching phase. In [15], a novel geometric relation which computes a binary 
signature leveraging existence and nonexistence of interest points in the neighborhood 
area was proposed. But it only consider the adjacent area instead of adjacent features 
which will results in a lot of mismatch. 

To address abovementioned issues, we design a light-weight image search frame-
work and propose two simple but effective binary embedding schemes. By encoding 
spatial distribution information among local features into several bits, the proposed 
image search framework can better balance the image search accuracy and resource 
cost. 
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3 The Proposed Approach 

In this section, the proposed light-weight image search scheme is discussed in details. 
The overall framework includes four key components, i.e., large-scale visual dictionary 
construction, light-weight binary code embedding, image database indexing, and si-
milarity querying. In this paper, we focus on the first two tasks. To give a complete 
discussion about image search scheme, the implementation details about indexing and 
querying are also presented in this section.  

3.1 Large-Scale Visual Dictionary Construction 

Our final goal is to reduce the time complexity and memory usage while remaining 
comparable image search accuracy. To this end, we firstly need to generate a 
large-scale visual dictionary for reducing quantization error. In fact, most of existing 
methods generate visual dictionary by clustering a large training set of local features 
in their original feature space. In this way, it will lead to an intractable computation 
cost when training a large-scale visual dictionary. More importantly, the memory 
usage for storing the dictionary itself is not trivial. To avoid these issues, we employ 
partitioned k-means clustering (or Product Quantization) to build a large-scale visual 
dictionary. For further reducing the quantization error, an optimal step is used to im-
prove the product quantization method. Here, a short review about product quantiza-
tion is presented as follows: 

Product Quantization 
Product quantization is an extremely efficient vector quantization approach, which can 
compactly encode high dimensional vectors for fast approximate nearest neighbor 
(ANN) search. Product quantization involves two key steps: (1) decomposing the 
D-dimensional vector space into S subspaces; (2) computing a sub-dictionary for each 
subspace.  

For the original D-dimensional representation space of local features ܺ஽, it is first 
divided into S subspaces with dimensions D/S. In each subspace ܺ௠, ݏ א ሼ1,2, ڮ ܵሽ, a 
small sub-dictionary ܦ௠ is built. The objective function of product quantization is as 
follows: 

 min஽భ,஽మ,……஽ೄ ∑ ݔ|| െ ݀ሺ݅ሺݔሻሻ||ଶ௑      (1) 

݀ א ܦ ൌ ଵܦ ൈ ଶܦ ൈ … … ൈ  ௌܦ
Here, ݔ ൌ ሾݔଵ, ,ଶݔ …  ௌሿ is any training sample, the function ݅(·) is called anݔ，…

encoder, and function d(·) is called a decoder, ݀ሺ݅ሺݔሻ is the visual word of ݔ ܦ . ൌ ଵܦ ൈ ଶܦ ൈ … … ൈ ௌܦ  is the final visual dictionary constructed by Cartesian 
product of ܯ sub-dictionaries ሼܦଵ, ,ଶܦ ڮ   . {ௌܦ
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Optimized Product Quantization 
To further reduce the quantization error, T. Ge etc. in [10] introduce an iterative opti-
mization step into product quantization. Specially, an orthonormal matrix R is intro-
duced into the space decomposition process. For each iteration, the D-dimensional 
vector space is first transformed by R before decomposing it into S subspaces. There-
fore, the visual dictionary constructing process can be split into two iterative steps. 
First, an orthogonal matrix R is initialized and fixed, and sub-dictionaries ሼܦ௦ሽ௦ୀଵௌ  are 
calculated by following the objective function (1). Then, the currently generated 
sub-dictionaries ሼܦ௦ሽ௦ୀଵௌ  are fixed, and the orthogonal matrix R is optimized. The 
optimized product quantization can be formulated as follows: 

 ݉݅݊ோ ∑ ฮܴܺ െ ܿ൫݅ሺܺሻ൯ฮଶ௑  (2) 

where ܺ is the set of training samples, and ܿ൫݅ሺܺሻ൯ is the visual word of ܺ. 
For the product quantization scheme, the problem of building a large-scale visual 

dictionary is transferred into build a series of small visual sub-dictionaries. Since the 
memory usage for storing these visual sub-dictionaries is trivial, the memory usage is 
less than traditional ones. In our work, the value of S is set to 2, and the value of k is 
set to 1000. Therefore, we finally get a large-scale dictionary with 1M visual words. 

3.2 Light-Weight Binary Code Embedding 

Although a large-scale visual dictionary can remarkably alleviate the problem of 
quantization error, additional binary code can still improve the image search accuracy 
furthermore. Therefore, this paper focuses mainly on the design of binary code em-
bedding schemes. Two light-weight binary code embedding schemes, named content 
similarity embedding and scale similarity embedding, are proposed. The proposed 
scheme can be treated as light-weight MVP. For the original MVP scheme, both the 
nearest neighbors of current local features and their spatial relationship are recorded 
when indexing images, which will result in a big indexing structure. Instead, the pro-
posed schemes encode the spatial relationship into light-weight binary codes. In this 
way, the memory usage will be greatly reduced. In addition, the proposed method is 
also different from traditional embedding schemes. For the existing embedding 
schemes like Hamming embedding, the binary codes are generated by projecting local 
features from the original representation space into a binary space. Generally, the 
generated code is treated as a compact version of original local feature. In contrast, 
the proposed schemes only encode spatial distribution information surrounding the 
local feature. The implementation details are discussed as follows: 

Content Similarity Embedding (CSE) 
The content similarity embedding is based on an underlying assumption that the spa-
tial distribution with the nearest N neighbors in content is similar for two matched 
local features. Therefore, we can verify the asserted matches of local features by 
comparing their spatial clues with the nearest N neighbors in content similarity.  
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Fig. 1. Illustration of CSE scheme, where red line indicates the dominant orientation of k  

To encode the spatial clue for any local feature k in image, we first find out the near-
est N local features surrounding k as shown in Fig.1. Yellow dots indicates the 
neighborhood interest points with different scales. Then, the region containing the 
nearest N neighbors are divided into 8 equal portions ሼܲ௜, ݅ ൌ 1 … … 8ሽ started from 
the dominant orientation of current local feature. Finally, a binary code ܾ௞ ൌሺ ܾ௞ଵ, ڮ , ܾ௞௜ , ڮ , ܾ௞଼ ሻ is generated by encoding occurrence of neighbors in each portion 
in counterclockwise, which is formulated as follows:  

                                    ܾ௞௜ ൌ ൜1,   ݂݅ ݋ݐ݊݅ ݏ݈݈݂ܽ ݏݎ݋ܾ݄݃݅݁݊ ܰ  ݂݋ ݁݊݋ ܲ௜0,                                                      (3)    ݁ݏ݅ݓ݄݁ݐ݋ 

In Fig.1, the binary code for local feature k is ܾ௞ ൌ 10001010.  

Scale Similarity Embedding (SSE) 
For the content similarity embedding, the nearest N neighbors are selected by compu-
ting the content similarity of local features. To capture the scale invariance surround-
ing each local feature, we propose a scale similarity embedding scheme. The key 
assumption is that the spatial distribution with the nearest N neighbors in scale is sim-
ilar for two matched local features. 

 

Fig. 2. Illustration of SSE scheme. Red dot is the ܯ௧௛ nearest neighbor in content similarity, 
and blue dots indicate 4 nearest neighbors in scale similarity. 

Similarly, for any local feature k in image, we first select M nearest neighbors in 
content for it. As shown in Fig. 2, we select M nearest neighbors, which include both 
green and blue points. Then, 4 local features (blue points in Fig.2) whose scales are 

k
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closest to the scale of k are selected from the M nearest neighbors. According to the 
distance between k and its ܯ௧௛ neighbor, we make a circular region as k’s neigh-
borhood region, which is partitioned into a set of patches ሼܲ௜, ݅ ൌ 1, ڮ ,4ሽ. By encod-
ing occurrence of scale-similar neighbors in patches, we can generate a compact bi-
nary code, which is formulated as follows:   

                                  ܾ௞௜ ൌ ൜1, if any nerghbor keypoint exiet in ܲ௜0,                                                 othewise    (3) 

In Fig.2, the binary code for local feature k is ܾ௞ ൌ 1011.  

3.3 Indexing and Retrieval 

Indexing 
To speed up the image searching process, we also build an inverted table for the im-
age database against the pre-trained dictionary D. For each local feature in database 
image, it is first quantized into the nearest visual word ݓ௞, and then an item is in-
serted into the list associated with the visual word ݓ௞. As shown in Fig.3, both ID of 
image and spatial embedding code (SEC) are contained in the item.  

 

Fig. 3. Illustration of the inverted indexing structure with spatial embedding codes 

Retrieval 
Given a query image Q, we also quantize the local features extracted Q into visual 
words against the pre-trained dictionary D, and generate the corresponding binary 
codes of these local features. For each visual word in Q, the corresponding lists in 
inverted table are returned. By a voting procedure, we can get a similarity score for 
each potentially matched image. In particular, we use match order computed by spatial 
verification to measure the importance of matched local features to image similarity 
,i.e., high order matches between query Q and a database image D are more important 
for image similarity. The image similarity can be formulated as follows: 

visual 
word1 Indexed featureIndexed feature Indexed feature Indexed feature Indexed feature

Image ID SEC

Indexed featureIndexed feature Indexed feature Indexed feature Indexed feature

visual 
word

Indexed feature Indexed feature Indexed feature Indexed feature Indexed feature
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,ሺܳ݁ݎ݋ܿݏ             ሻܦ ൌ ∑ ௜ௗ௙൫௪೜൯ൈሺଵାఈሻ೚ೝ೏೐ೝ൫್೜,್೏൯ೢ೜సೢ೏ ௡௢௥௠ሺ஽ሻ                (4) 

where, ݓ௤ and ݓௗ denote the visual words in query image Q and database image D, 
respectively; ܾ௤ and ܾௗ are corresponding special binary codes associated with ݓ௤ 
and ݓௗ ;  ݂݅݀ሺݍݓሻ  is the inverse document frequency of visual word ݓ௤ , and ݊݉ݎ݋ሺܦሻ is L2-norm of term frequency vector of database image D. ݎ݁݀ݎ݋൫ܾ௤, ܾௗ൯ 
is the order between ܾ௤ and ܾௗ, which is defined as follows:                                         ݎ݁݀ݎ݋൫ܾ௤, ܾௗ൯ ൌ ܮ െ ݄݀ሺܾ௤, ܾௗሻ                     (5) 

where, L is the length of the binary code, L is set to 8 and 4 in CSE and SSE, respec-
tively, hd represents the Hamming distance of ܾ௤ and ܾௗ. 

4 Experiments 

4.1 Datasets 

We test the proposed methods on two commonly used datasets: UKbench dataset [16] 
and Oxford5K dataset [17]. All experiments are conducted under the same configura-
tion conditions on a PC with a 2-core 3.2Ghz processor and 8GB memory. 

UKbench. UKbench dataset, contains 2,550 objects, each of which has 4 images under 4 
different viewpoints for object search. So the total number of images in this dataset is 
10200. In this experiment, all of the 10200 images are used as database images and queries 
either. And we measured the retrieval performance by the top-four candidates, which 
means how many similar images are returned at the first four images, called N-S score. 

Oxford5K. For landmark search, we use the Oxford5K dataset, which contains 5,062 
annotated landmark images. The collection has 11 different landmark categories and 5 
queries for each category. The performance is measured by mean Average Precision 
(MAP).  

4.2 Evaluation on Image Search Performance 

In our experiments, the popular SIFT descriptor is employed as local feature. We 
decompose the 128-dimensional SIFT vector space into 2 subspaces, and then train 2 
sub-dictionaries with 1000 visual sub-words in two subspaces. Therefore, we obtain the 
final large-scale visual dictionary with 1M visual words. 

Effect of Key Parameters 
For the content similarity embedding (CSE) method, we need extract the nearest N 
neighbors for each local feature as spatial clues. Likewise, for scale similarity embedding 
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(SSE) method, the radius ݎ௞ is the distance between the current local feature k and its ܯ௧௛ nearest neighbor. Therefore, the selection of N and M will affect the experimental 
results. In addition, the selection of ߙ in Eq.4 will affect both CSE and SSE schemes. To 
evaluate the effect of different parameters, we carry out some experiments on UKbench 
dataset by employing different value combinations of N、M and ߙ. The experimental 
results are illustrated in Fig.4. Clearly, for both CSE and SSE schemes, the number of 
nearest neighbors have remarkable effect on image search accuracy. When the number of 
N and M increase from zero to a certain value, the search accuracy trend to the best. 
However, this conclusion is reasonable. When the value N and M is too small, the nearest 
neighbors cannot provide enough spatial clues. At other extreme, when the value N and 
M is too large, the reliability of spatial clues will lose. Therefore, both extreme cases will 
lead to bad performance. Similar conclusion can be obtained for the parameter ߙ, yet the 
reason is different. As indicated in Eq.4, larger ߙ puts larger weight to spatial verifica-
tion. There is also two extreme cases. When ߙ is too small, the effect of spatial verifica-
tion is trivial on image similarity calculation. On the contrary, if ߙ is too large, spatial 
codes will dominate the image similarity calculation. Both extreme cases will result in 
bad performance. 

 

Fig. 4. The influence of N、M and ߙ on Ukbench dataset 

In the following experiments, the values of N、M and ߙ are fixed to 8, 10 and 0.4 
respectively. 

Evaluation of Image Search Performance 
Our final goal is to design a light-weight image search framework so as to better bal-
ance the search performance and resource cost. In this section, the proposed methods 
are compared with existing schemes under the same conditions. The experimental 
results are demonstrated in Table.1 and Table.2. Clearly, introducing embedding 
codes into the original OPQ BoW model remarkably improves the image search per-
formance in terms of effectiveness. For the different BoW+ Embedding schemes, the 
proposed OPQ+CSE scheme achieves the best search accuracy on Ukbench dataset 
and comparable accuracy on Oxford5K dataset. For the time cost and memory usage in 
querying phrase, the proposed schemes, i.e., OPQ+CSE, OPQ+SSE, OPQ+CSE+SSE, 
outperform the OPQ+MVP scheme. ThatÊs because that MVP needs 64 bits to  
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preserve the spatial and visual clues for each local features [9], meanwhile the proposed 
schemes only need at most 12bits (CSE+SSE). And to verify the neighbor keypoints of 
two MVPs, at most conduct 4 ൈ 4 ൌ 16 times of verification, at the same time we 
only need to calculate the hamming distance for one time. It means that the proposed 
methods indeed better balance the image search accuracy and resource cost. Notice 
that the image search accuracy have a remarkable degeneration when CSE and SSE 
are combined. The possible reason is that a long binary code possibly leads to large 
order in Eq.5. Therefore, spatial codes will dominate the image similarity calculation 
which result in bad image performance. 

Table 1. Retrieval performance on Ukbench for 10200 query images 

 OPQ OPQ+MVP OPQ+CSE OPQ+SSE OPQ+CSE+SSE 

Performance(N-S) 2.6050 3.1463 3.1657 3.0443 3.0749 

Index time(s) 1056.5 3081.8 3453.1 1964.4 4151.8 

Search time(s) 0.1432 0.7612 0.2369 0.2123 0.3068 

Index storage(MB) 28.5 217.0 53 42.8 61.6 

Table 2. Retrieval performance on Oxford5K for 55 query images 

 OPQ OPQ+MVP OPQ+CSE OPQ+SSE OPQ+CSE+SSE 

Performance(MAP) 0.2475 0.5172 0.4921 0.4683 0.4027 

Index time(s) 901.1 4986.7 4625.6 2821.4 6555.7 

Search time(s) 0.2279 1.6751 0.7650 0.7434 0.8139 

Index storage(MB) 33 306.0 55.9 50.2 61.6 

5 Conclusion 

In this paper, we design a light-weight image search framework to better balance the 
image search performance and resource cost. Instead of extracting a compact binary 
code from local feature itself, the proposed binary code embedding schemes only 
encode the spatial distribution information of nearest neighbors surrounding the current 
local feature. Besides content similarity, the scale similarity is also employed to select 
neighbors. Since spatial distributions among local features are encoded into only sev-
eral bits, both the memory usage and time cost are much less than existing schemes. 
The experimental results show the proposed image search scheme achieves a better 
balance between image search performance and resource usage (i.e., time cost and 
memory usage). 
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