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Abstract. The goal of the shape extraction method presented in this paper was 
to obtain a concise, robust, and invariant description of planar object shapes for 
object detection and identification purposes. The solution of this problem was 
chosen in the form of a piecewise-linear skeleton representation of local shapes 
in a limited number of salient object locations. A visual attention operator, 
which can measure the saliency level of image fragments, selects a set of most 
salient object locations for concise shape description. The proposed operator, 
called image relevance function, is a multi-scale non-linear matched filter, 
which takes local maxima at centers of locations of the objects of interest. This 
attention operator allows a simple extraction of vertices for the skeletal shape 
description by local maxima analysis.  

1   Introduction 

In a variety of image analysis tasks related to fast object detection and identification 
(verification), the main concern is adequate and concise representation of the object 
shape [1, 2]. The approach based on shape skeletons is, in the context of this applica-
tion, efficient since it can represent in a very concise manner the topology of an object 
with several connected parts and shape details [3-6]. Such a description permits a 
complete morphological reconstruction of the planar shape provided local scale val-
ues (i.e., diameter values) are available in each skeleton point. 

The classical skeletonization algorithms such as those based on an iterative (mor-
phological) thinning and distance transformation provide the skeletal shape descrip-
tion but they are not robust to various shape distortions and noise [3, 4]. These meth-
ods are usually limited to process only binary images. Some multi-scale algorithmic 
generalizations to gray-scale images and three-dimensional (volume) images are also 
proposed [5-7].  Their performance strongly depends on the knowledge of some addi-
tional parameters, which are sensitive to distortions and irregularities. Complete 
skeletal shape is usually redundant to describe shape in the majority of object detec-
tion applications [1, 2]. Consequently, such a representation creates difficulties when 
comparing skeletal shapes, especially in the case of present noise and shape distor-
tions. 

More recently, several methods were developed to describe skeletal shapes in a 
piecewise-linear manner by skeleton vertices and their interconnections in the form of 
straight-line segments [8-10]. This is a concise representation of skeletal shapes with-
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out using classical skeletonization algorithms. For example, a statistical method of 
principal curves was used to extract directly the skeletal description of point sets              
[8, 9]. The algorithms for drawing principal curves using piecewise-linear approxima-
tion are, in their initial form, limited to simple curves or manifolds, where, for exam-
ple, no intersections are allowed. Another kind of piecewise-linear skeletonization 
algorithms are based on unsupervised neural network methods, such as those based on 
self-organizing maps [10]. The shape skeleton can be obtained from a data-driven 
minimal spanning tree topology of a self-organizing map. The method is quite robust 
against sparse shapes and distortions but limited to process binary images and it dete-
riorates significantly if the segmented object contains components of various local 
sizes.  

In this paper, we suggest a novel approach to skeletal shape description of gray-
scale images based on the determination of salient object locations (i.e., interest 
points) and skeletal shape description relatively to the extracted locations. The whole 
object shape is described in terms of such local skeletal shapes and their relative posi-
tions and connectivity patterns.  At the same time, this approach is an adaptation of 
the skeletal shape description for the case of object detection (localization) and identi-
fication in gray-scale images, without using an explicit image binarization. The de-
velopment of the shape extraction method has the following objectives.  

 
• Concise skeletal shape description by feature extraction in a selected number of 

salient object locations only.   
• A simple distance (e.g., Euclidean distance) between shape feature vectors can 

compare two different shapes without computationally costly shape alignments.  
• The shape features have to be invariant to geometrical transformations such as 

translation, scaling, and rotation. 
• The method can process gray-scale images and have to be robust against noise and 

some local occlusions provided they do not occlude salient locations. 
 
Salient object locations can be determined by the attention focusing approach, 

which was initially proposed to perform time-efficient search for objects of interest 
[11-13]. The underlying idea consists in focusing attention on the most salient image 
fragments or objects of interest, which are stable to intensity changes and shape geo-
metrical transformations and can capture well the overall object shape. This is a bio-
logically inspired approach that models basic elements of the visual perception and 
fast visual search in humans and animals. Given salient fragments, a complex object 
shape can be represented in terms of local shapes of these fragments and their relative 
positions on the image plane.  

The determination of salient locations and shape feature extraction are both im-
plemented by one visual attention operator called image relevance function (IRF) 
[14]. This operator is a multi-scale non-linear matched filter, which measures the 
saliency level of image locations and takes local maxima at the centers of locations of 
the objects of interest. The feature vector in each salient location includes local planar 
shape features and geometry features (i.e., parameters of affine transformations) such 
as relative position, local scale (size), and local orientation.   
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2   Morphological Modeling of Skeletal Shape Features  

The proposed IRF method provides a description skeletal object shape in the form a 
set of most salient object locations each of them being described as a shape feature 
vector. The salient locations can be connected to each other provided connectivity 
conditions between two locations are fulfilled. The connected salient locations de-
scribe the whole (global) shape of a connected object. An image may contain many 
such connected objects each of them described by the local skeletal shape at salient 
locations. Moreover, each salient location can contain intensity (color) and texture 
features related to that location for object identification purposes using both local 
shape features and local intensity (texture) features.  

In the IRF framework, planar shape features are separated and are independent 
from intensity features. Such a separation has a certain advantage over the integrated 
shape features extraction (e.g., features based on differentiation with Gaussian 
smoothing [11, 15]) because of the achieved invariance to transformation of transla-
tion, scaling and rotation and some intensity changes and lighting conditions. Addi-
tionally, a few intensity and texture features can be used for object intensity descrip-
tion to represent intensity variations as a texture, especially in the case of large scales 
(sizes of object regions).  

For the purpose of multi-scale image analysis, a formal definition of a scale sys-
tem is used [14]: a structuring element at scale n of a uniform scales system is formed 
by the morphological dilation (denoted by ⊕) by S0, 01 SSS nn ⊕= − , n=1, 2,...,M-1, 
where M is the total number of scales and the structuring element S0 defines the 
minimal scale and object resolution. The structuring elements have the same shape 
such as the disk shape (see examples in Fig. 1). The above is a morphological defini-
tion of scales, which is different from the notion of scales in the scale-space filtering 
[11]. 
 

 

Fig. 1. Examples of local skeletal shape features. 

We have proposed a piecewise-linear local skeletal description of planar shapes re-
lated to salient object locations. This skeletal shape representation is an economical 
approach to shape description. An object local shape is related to a particular salient 
location vl

0 and the local scale value at that location, S(vl

0) (see Fig. 1).  Given K verti-
ces and K scale values associated with each vertex, the local planar shape (as a sup-
port region U) of an object of interest located at vl

0 is formed by the dilation opera-
tions of skeleton straight-line segments {Gl,k} with size-variable structuring elements, 
{S(Gl,k)}: 
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where ⊕ denotes the morphological dilation, )( m
lvS  is a structuring element with 

variable size (e.g., diameter rm) as a function of point vl

m∈Gl,k., and K is the maximal 
topological order of the skeleton vertices. The value of diameter rm is a linear combi-
nation of the scale sizes r0 and rk at terminal vertices vl

0 and vl

k of segment Gl,k. Equa-
tion (2.1) represents a method of scale-interpolated dilation in the piecewise-linear 
modeling of skeletal shapes and 

 

k
l

k
l

m
ll

l
k
l

m
l

k
l

m r
vvd

vvd
r

vvd

vvd
r ⋅+⋅=

),(

),(

),(

),(
0

0

00
,       (2.2) 

 
where d(.,.) is the Euclidean distance between two skeleton vertices on the image 
plane.   

The whole planar shape of a multi-scale object of interest is formed by pair-wise 
concatenations of the local shapes at L vertices {vl

0, l=1,...,L } if the connectivity be-
tween the corresponding vertices can be established.  For each l, the local skeleton 
vertices {vl

k, k=1,...,K} can be considered as shape details at that vertex, i.e., respec-
tive salient location.  

This model of planar local shape is associated with an intensity model of image 
fragment of size 2rl centered at vl

0.  The intensity modeling involves two dominant 
intensity levels with an additive noise model, which can also represent a textured 
intensity, in order to descrobe image intensity locally and concisely [14].  

3   Determination of Salient Locations   
  Using Image Relevance Function 

Each salient object location is associated with its own salient fragment centered at a 
particular local maximum of the IRF. The IRF is defined generically as an image 
operator, which takes local maximal values at centers of salient image fragments and 
can be used to describe objects of interest in the salient locations. At certain condi-
tions, the IRF maximums are positioned on object medial axes or at the centers of its 
parts, which are relevant to shape description (see Fig. 2). In order to address the 
aforementioned problems of skeletal shape extraction for object detection it is sug-
gested to apply an improved version of a model-based IRF described in the context of 
object detection [14]. Localization of salient image fragments is based on a fast com-
putation of the multi-scale IRF and determination of its local maxima. The positions 
of local maximum values of the multi-scale IRF coincide with location points of the 
salient image objects in a region of interest A: 
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where g(i,j) is the input gray-scale image, Φ[g(i,j),Sk] is a non-linear matched filter at 
kth scale, and (if,jf)l are two coordinates of lth maximum. The region Γl⊂A corresponds 
to the masking region, which excludes determined maximum points from further 
analysis.  
 

 

Fig. 2. Illustration of the relevance function computation for the single-scale case. 

Four saliency conditions are considered in the design of Φ(g(i,j),Sk): 1) significant 
local contrast; 2) local homogeneity of object intensity; 3) specific object intensity 
range; 4) specific range of object sizes and shape of the scales {Sk}. The first condi-
tion is described by the absolute value for the local object-to-background contrast.  
The local homogeneity condition means that the intensity variance is relatively small 
in the object region. The intensity range means specific values for the object intensity 
in order to distinguish it from the background or other objects. Since the measures for 
contrast, homogeneity and intensity range involve object disk regions and background 
ring regions of a particular range, the IRF will take implicitly into account shape and 
scale constraints (condition) of the objects. Taken these conditions, the IRF can be 
computed in point (i,j), at scale Sk as follows: 
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where c(i,j,Sk) is an estimate for the local contrast, d(i,j,Sk) is an estimate for intensity 
deviation in the object region, e(i,j,Sk) is the object intensity shift, α and β are con-
straint coefficients which control the contributions of the two constraints to the over-
all value of IRF. An estimate of the optimal value of α and β in the sense of the 
maximum likelihood decision can be computed assuming some distributions (e.g., 
Gaussian functions with different parameters) for the three variables in Eq.(3.2) under 
the condition of object presence in point (i,j). The constraint coefficients are inversely 
proportional to the variances of two constraints in the case of Gaussian distributions: 

22 / dc σσα =  and 22 / ec σσβ = .  For example, the contrast estimate c(i,j,Sk) is the 
intensity difference,  
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where Qk =Sk+1/Sk, is the background estimation region at scale k, i.e., a ring around the 
disk Sk.  f1(i,j,Sk) and  f0(i,j,Qk)  are the mean values of g(i,j) in regions Sk and Qk, re-
spectively (see Fig. 2). The mean square deviation was used for the estimation of 
d(i,j,Sk) in Eq.(3.2).  The object intensity shift is measured as a deviation of the mean 
intensity value f1(i,j,Sk) from an object intensity of reference.  

 

 

Fig. 3. Examples of local shape features (piecewise-linear skeletons) extracted at salient image 
locations.   

4   Extraction of Skeletal Shape Features 

A so-called saliency hypothesis is tested first in each local maximum point before the 
shape feature extraction. It consists of comparisons of local contrast and local homo-
geneity with saliency thresholds [14]. 

The extraction of skeletal shape features uses mostly intermediate results of IRF 
computation, (Eq. 3.2), and is computationally insignificant as compared to the IRF 
calculation. The invariance  parameters for the considered geometrical 
transformations (translation, scaling, and rotation) are computed with respect to the 
current local maximum of the IRF. The first parameter is the absolute position of the 
lth salient location, vl

0, consisting of two coordinates (if,jf)l. The next two parameters, 
local scale and local orientation, which are related to point (if,jf)l,  are estimated using 
intermediate results of the IRF calculation (see Fig. 2). The local scale is determined 
by the contrast maximization,  
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kffkff

k
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where the variables and the constant coefficient α  have the same meanings as in 
Eq.(3.1) and Eq.(3.2). Object orientation can be estimated in a simple way since the 
next maximum point (if,jf)l+1 in the current region of attention with respect to the focus 
of attention (if,jf)l provides the orientation vector (see Fig. 2).  

The proposed IRF approach provides at the same time a simple method to deter-
mine vertices for the piecewise-linear skeletal representation of object local shapes in 
salient locations. This can be done by analysing consecutive K maximums of IRF next 
to a given salient location vl

0. Such a procedure determines K local skeleton vertices 
{vl

k , k=1,…,K}, which all are connected to vertex vl

0 according to the morphological 
model in Eq. (2.1). Given a neighborhood region B(vl

0) around vertex vl

0, the algo-
rithm for the local shape feature extraction is as follows if starting from k=1.  
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Step 1. Determine location vl

k of the kth local maximum of IRF in the masked 
neighborhood region B(vl

0), non-including previous (k-1) IRF maxima. 

Step 2. Test the saliency hypothesis with respect to kth local maximum point. If the 
testing outcome is positive then go to Step 3, otherwise go to Step 4. 

Step 3. Determine relative scale and relative orientation associated with vl

k. Attach 
these values to the shape vector at positions 2k and (2k+1). If k<K then increment 
k=k+1, and mask the neighborhood of vertex vl

k and go to Step 1, otherwise go to 
Step 4. 

Step 4. Attach two coordinates of the vertex vl

0, its local scale and orientation at the 
first four positions of the local shape vector.  If k<K then the remaining 2⋅(K-k) shape 
features are set to zero.  

The accuracy of shape features determined by this algorithm depends on the corre-
spondence of processed images to the underlying model. Examples of detected salient 
image fragments in real images with superimposed skeleton fragments are shown in 
Fig. 3. For the purpose of object verification, intensity and texture features can also be 
attached to the shape feature vector. They may include object mean intensity, color 
intensity components, local contrast, and local object variance. The texture features 
can be used as well in order to describe concisely intensity fluctuations for large 
scales (object sizes) depending on the application.  

Determined salient locations, {vl

0 , l=1,...,L}, with extracted shape features can be 
connected to each other if the connectivity between them can be established. This will 
provide a complete and two-level skeletal shape description of the objects of interest. 
We were looking for the connectivity in the form of a spanning tree (forest) con-
structed in an optimal way. The connectivity algorithm is based on the Markov ran-
dom chain models of vertex connectivity and finding optimal connectivity pattern 
between all the salient location vertices {vl

0,l=1,...,L} by the maximization of joint 
probability Pc(v1

0,…,vL

0) of vertex connectivity: 
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where Pc(vq

0∧vs

0/vs

0∧vt

0) is the probability that skeleton vertices vq

0 and vs

0 are connected 
with each other provided the precedent vertex vt

0  in the spanning tree is connected 
to vs

0. 
The probabilistic connectivity framework was chosen because it provides an opti-

mal solution in the case of gray-scale images, when object shape is sparse with noise 
presence and possible local occlusions. At certain model assumptions (or particular 
likelihood functions) this problem can be reduced to the problem of finding minimum 
spanning tree for a set of extracted vertices, {vl

0, l=1,...,L}. The likelihood function, 
Pc(vq

0∧vs

0, aq,s, dq,s /vs

0∧vt

0), which is involved in the probability model in Eq. (4.2), uses 
intensity values {aq,s} and distances {dq,s} between the vertices as the connectivity 
variables. The complete description of this algorithm is out of scope of this paper and 
some details for global skeletal shape extraction can be found in Ref. [10, 16].  
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Table 1. Measured accuracy of shape feature extraction (error given in pixel resolution) 
versus contrast-to-noise ratio.  

Contrast-to-noise 
ratio 

 
2 

 
4 

 
8 

 
16 

 
32 

Localization error 1.4 1.1 0.7 0 0 
Scale error 3.2 2.9 0.9 0.1 0 

Orientation error 2.4 1.2 0.3 0.4 0 
 

 

Fig. 4. Illustrative example of IRF calculation (b) and local shape extraction (c) using six most 
salient IRF maximum points as applied to initial synthetic image in (a). 

5   Experimental Results 

The first kind of experiments was the performance testing of the IRF approach to 
shape feature extraction based on synthetic images with known values of the shape 
features. The position (two coordinates), scale, and orientation values of the salient 
locations determined by the proposed IRF have been measured and compared with the 
reference values to determine the accuracy. Image noise has been imitated in synthetic 
images in order to calculate the accuracy as a function of ratio of the object-to-
background contrast and noise magnitude (standard deviation). An example of used 
synthetic image objects with known shape features and added noise is shown in Fig. 
4. The results of accuracy testing are given in Table 1. The error in feature values was 
measured in pixel resolution relatively to the correct feature values. In particular, the 
scale error was measured in pixels as the deviation of the scale diameter. The orienta-
tion error was measured in term of the displacement of the second most salient maxi-
mum of IRF with respect to its correct position. Analysis of these data shows good 
accuracy and robustness of the proposed approach to feature extraction.  

The objective of the second kind of experiments was the visual evaluation of the 
IRF performance in extracting skeletal shape in application to biometrical and medi-
cal imaging.  One example of using IRF approach to detect fingers and determine 
their shape for the purpose of a biometrical identification from a hand image is shown 
in Fig. 5. This is an example of vertex extraction by IRF local maxima and establish-
ing piecewise-linear connectivity between the extracted vertices. A detail analysis of 
finger geometry and texture of the finger skin have to be performed in each salient 
location. The skeletal shape was extracted directly from the grey-scale image in Fig. 
5a without the image binarization.  

The proposed IRF method was also compared with the skeletonization method us-
ing self-organizing maps by applying both methods to the same test image [10]. An 
example of obtained results by the two methods is shown in Fig. 6. The method of 
piecewise-linear skeletonization using self-organizing maps performed worse even 
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when applied to the binary version of the input image and gave visible imprecision 
such as jaggedness of lines. 

6   Conclusions 

A method for the extraction of skeletal shape features using a visual attention operator 
was developed. It is based on the determination of salient object locations by local 

 

Fig. 5. Results of skeletal shape extraction of fingers obtained directly from the gray-scale 
image of a hand: (a) – initial image; (b) – IRF calculation; (c) – skeletal shape of fingers. Ex-
amples of local shapes at salient locations are shown below. 

 

Fig. 6. An illustration to skeletal shape extraction in digital angiography: input image, (a); 
image of IRF, (b); skeletal shape of main blood vessels in the selected region of interest, (c); 
most salient object fragment, (d); result of skeletonization using method of self-organizing 
maps [10], (e). 
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maxima analysis of the introduced multi-scale IRF. The same IRF approach was ap-
plied to extract a piecewise-linear skeletal shape at determined salient locations. The 
proposed concise description of local shapes has the following advantages in the con-
text of object detection and shape verification. The shape comparison does not require 
computationally complex alignments because two different shapes can be compared 
by a simple distance measure (e.g., Euclidean distance). The IRF approach provides a 
robust shape extraction directly from gray-scale images, in the presence of noise and 
under some local distortions. The obtained shape features can easily become invariant 
with respect to translation, scaling, and rotation by a normalization relatively to geo-
metrical parameters for a current location.  
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