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Abstract. Although optimization technology has been successful over the past 
40 years, recent trends are emerging that demand we reconsider the paradigm 
that we are using for code optimization. In particular, the trends toward dy-
namic optimization, writing embedded system software in high level languages 
and the lack of significant performance improvement from current optimization 
research are forcing us to rethink what we know and do not know about opti-
mization. A number of problems dealing with both semantic and application 
properties of optimizations have always existed but have been mostly ignored. 
The challenge in optimization today is to explore properties of optimizations 
and develop a framework for better understanding and use of optimizations. 
Fortunately, research is starting to explore properties, including proving the 
soundness of optimizations, proving the correctness of optimizations, specifica-
tions of optimizations, and the predictability of profits of optimizations. Not 
only must we understand the properties, but we also need to integrate the prop-
erties into a framework. Only then can we address the problems of the develop-
ing trends. 

1   Introduction 

The field of optimization has been extremely successful over the past 40+ years. As 
new languages and new architectures have been introduced, new and effective op-
timizations have been developed to target and exploit both the software and hardware 
innovations. Various reports from both research and commercial projects have indi-
cated that the performance of software can be improved by 20% to 40% by applying 
levels of aggressive optimizations. 

Most of the success in the field has come from the development of particular op-
timizations, such as partial redundancy elimination, speculation, and path sensitive 
optimization. Although we knew that there were various problems with optimization 
that were not well understood, they were mostly ignored. Thus instead of trying to 
understand and solve the problems, we avoided them for the most part because we 
were getting performance improvements. These problems included knowing when, 
where and what optimizations to apply for the best improvement. Other problems 
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include showing the soundness of optimizations (an optimization does not change the 
semantics of a program) and the correctness of the optimizer that implements the 
optimizations. When optimizations are introduced, seldom is their soundness proved, 
and likewise optimizers are notorious for being buggy. 

2   Technical Challenges 

A number of recent events are forcing us to finally take up the challenge of the opti-
mization problems. Because of the continued growth of embedded systems and the 
competitive market, where time-to-market is critical, there is a movement to write 
software for embedded system in high level languages. This movement requires an 
optimizing compiler to generate code that is near the quality of the manually pro-
duced code. Today’s optimization technology is not able to adequately handle some 
of the challenges offered by embedded systems. For example, the resource constraints 
are more severe than in desktop computers and thus optimizations must be able to 
satisfy the constraints. Furthermore, embedded systems have multiple constraints, 
including execution time, memory and energy. Most of the prior work in optimization 
has really focused on a single constraint, namely time. The optimization technology 
has not been developed to handle the multiple constraints and the trade-offs. Another 
activity that has brought optimization problems to the forefront is the trend toward 
dynamic optimization. Dynamic optimization requires that we understand certain 
properties of optimizations in order in order for them to be effective. Currently, it is 
unclear when and where to apply optimizations dynamically and how aggressive the 
optimizations can be and still be profitable after factoring in the cost of applying the 
optimization. The third challenge is the lack of performance improvement that we are 
currently experiencing with optimization research. Although new optimizations con-
tinue to be developed, the performance improvement is shrinking. The question then 
is whether the field has reached its limit or is the problems that we have ignored sim-
ply limiting our progress. Lastly, the robustness of software has become a major con-
cern, mandating that we ensure that the optimizing compilers are correct and optimi-
zations sound. 

To tackle these problems, we need to better understand the properties of optimiza-
tion. We categorize optimization properties as either (1) semantic or (2) operational. 
Semantic properties deal with the semantics of the optimization and include 

• correctness – the correctness of the implementation of optimizations, 

• soundness – the semantics of a program do not change after applying an op-
timization, and 

• specification – being able to specify conditions both the conditions needed 
and the semantics of applying the optimization. 

Operational properties target the application of optimizations and their perform-
ance and include 
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• interaction – the conditions under which optimizations enable and/or disable 
other optimizations, 

• profitability – the profit of applying an optimization at a particular point in 
the code given the resources of the targeted platform, 

• order – the order that optimizations should be applied, based on the interac-
tion property,  

• configuration - the best optimization configuration, including tile size of loop 
tiling and the unroll factor, considering the resources. 

• automatic generation – the conditions under which we can specify optimiza-
tions and have a tool that automatically implements the optimizations, and 

• portability – the conditions to develop plug-in optimization components.  

Research on these properties has been limited. However, more recently there has 
been a flurry of research activity focusing on optimization properties. There are two 
approaches to exploring the properties. One approach is through formal techniques. 
These include developing formal specifications of optimizations, analytical models, 
and proofs through model checking and theorem provers. Another approach is ex-
perimental. That is, the properties are explored by actually implementing optimiza-
tions and executing the optimized code, using the information gained to determine 
properties. The experimental approach can be performed prior to or in conjunction 
with actual program executions. 

3   Related Research 

Semantic properties have been formally tackled by proving the soundness of the op-
timizations [1] [2], and the correctness of the optimizers [3]. Formal specifications of 
optimizations were introduced a number of years ago by Whitfield and Soffa [4] for 
automatic implementation of optimizations. Recently, specification techniques have 
been developed to prove the soundness of optimizations [1] [2]. An experimental 
approach to the correctness of an optimizer involved checking both unoptimized and 
optimized code [5]. 
 

For operational properties, determining the order or the configuration to apply op-
timizations has recently been experimentally explored by Triantafyllis et al. [6], Coo-
per et al. [7], and Kisuki et al. [8]. The interaction and ordering property was formally 
explored by Whitfield and Soffa [9]. The profitability and predictability of optimiza-
tions is also being explored [10] [11]. 

4   Summary 

The important challenge of optimization research today is to better understand 
properties of optimizations and use these properties when decisions about what 
optimization to apply, when to apply it and under what conditions to apply it. Also, it 
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tion to apply, when to apply it and under what conditions to apply it. Also, it is im-
perative that we know optimizations are sound and that the implementation of optimi-
zations is robust. We need to develop a foundation that can be used to help us deter-
mine the properties both for existing optimizations and for future ones, and to inte-
grate the properties. Such a foundation would enable us to better understand 
optimizations and help us meet the challenges of emerging technologies.  
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