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Abstract. This paper studies connectivity aspects that arise in image
operators that process connected components of an input image. The
focus is on morphological image analysis (i.e., on increasing image oper-
ators), and, in particular, on a robustness property satisfied by certain
morphological filters that is denominated the strong-property. The be-
havior of alternating compositions of openings and closings will be in-
vestigated under certain assumptions, especially using a connected com-
ponent preserving equation. A significant result is the finding that such
an equation cannot guarantee the strong property of certain connected
alternating filters. The class of openings and closings by reconstruction
should therefore be defined to avoid such situations.

1 Introduction

This paper studies the strong property of morphological filters that satisfy cer-
tain conditions regarding connectivity. The strong property is a robustness prop-
erty introduced in the morphological filtering framework [1] [2]. Morphological
filters that satisfy this interesting property are more robust to small variations
of the input image, such as noise, under certain limits.

The strong property is somewhat related to connectivity issues in the sense
that some morphological filter types that do not satisfy the strong-property
condition are in fact strong when they are connected. In this work we will study
this property for connected filters that satisfy different requirements. A central
point will be to study connected filters that satisfy a well-known additional
condition that not only the filter output is invariant but also each of its connected
components.

In this paper we will obtain a significant result concerning the strong property
of alternating filters when such a condition is used to define them, in the sense
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that the fact that an alternating filter is strong does not imply that the dual
family under that definition is strong as well. Of course, it is not the case that the
result contradicts the morphological duality principle; instead, the issue is that
the condition does not treat symmetrically (and dually) openings and closings.
We therefore define the class of openings and closings by reconstruction in a way
to avoid such a problem. Those definitions have been used previously by the
authors of this paper, and this work strongly supports that choice.

The outline of the paper is as follows. Section [2 provides some background
on mathematical morphology, in which some concepts concerning connectivity
are commented. Then, Section Bl studies the strong property and the behavior
of connected openings, closings, and alternating filters that satisfy certain con-
ditions. An important result showing certain problems motivates the definition
of openings and closings by reconstruction to avoid them. Finally, a conclusion
section ends the paper.

2 Some Concepts and Definitions

2.1 Basic Notions

Mathematical morphology concerns the application of set theory concepts to
image analysis. General references are [3] [1] [2] [4].
A basic set of notions on mathematical morphology can be the following:

— Mathematical morphology deals with increasing mappings defined on a com-
plete latice [5] [2]. In a complete lattice there exists an ordering relation, and
two basic operations called infimum and supremum (denoted by A and V/,
respectively).

— A transformation v is increasing if and only if it preserves ordering.

— A transformation 1 is idempotent if and only if 1 = .

— A transformation 1 is a morphological filter if and only if it is increasing
and idempotent.

— An opening (often denoted by 7y) is an antiextensive morphological filter.

— A closing (often denoted by ¢) is an extensive morphological filter.

In all theoretical expressions in this paper, we will be working on the lattice
P(E), where E is a given set of points called space and P(F) denotes the set of
all subsets of E (i.e., P(E) = {A: A C E}). In other words, inputs and outputs
will be supposed to be sets or, equivalently, binary functions. In this lattice, the
sup \/ and the inf A operations are the set union |J and the set intersection )
operations, while the order relation is the set inclusion relation C. Even though
we will work on the lattice P(FE), results are extendable for gray-level functions
by means of the so called flat operators [6] [1].

2.2 The Point Opening ~,: The Connected Component Extraction
Operator

Let us assume that the space F is provided with a definition of connectivity. For
all pairs of points x, y in F, it is possible to establish whether they are connected
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or not. For example, when the space of points E is R? or Z? (associated with
the usual connectivity), a pair of points x,y in a set A is said to be connected if
there exists a path linking x and y that is also included in A.

Connectivity is established more generally in [2] by means of the connected
class concept. A connected class C in P(F) is a subset of P(FE) such that (a)
0 € C and for all z € E, {z} € C; and (b) for each family C; in C, A, C; # 0
implies \/, C; € C. No definition of neighborhood relationships (i.e., no particular
topology) has been assumed for E' in the definition of the connected class C.

The subclass C, that has all members of C that contain x (i.e., C, = {C €
C : x € C}) defines an opening called point opening [2]. The point opening of
a point z, denoted by ~,, has as invariant class (i.e., the class formed by those
sets that are left unchanged by 7,) C, U {0}. For all z € E, A € P(E)

1=(4)=\/{C:CecC,,C <A} (1)

The operation v, is therefore idempotent (i.e., v,(7z(A4)) = v.(A4) or, equiva-
lently, 7,7, = 7.) and antiextensive (i.e., v,(A) < A or, equivalently, v, < I).

When we associate, for example, the operation v, with the usual connectivity
in Z2, the opening 7,(A4), A € P (Z?), can be defined as the union of all paths
that contain z and that are included in A. Figure [l shows an example of the
result of «y,(A) where the set A comprises the black regions (two connencted
components or grains) and x belongs to a connected component of A.

When a space E is equipped with the opening +,, connectivity issues in F
can be expressed using v,. We can establish, for example, whether or not a set
A € P(F) is connected (a set A is connected if and only if A = ,(A4), x € A),
and whether or not a pair of points x, y belong to the same connected component
in A (z,y belong to the same connected component in A if and only if z € ,(A)
or, equivalently, if and only if v, (A) = v,(4) # 0).

[

(a) Input set A (in black) (b) vz (A)

Fig.1. Connected component extraction. The opening 7. (A) extracts the connected
component of A to which x belongs.
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The dual operation of v, is the closing ¢, that is equal to E \ 7,C(4), for all
A € P(E), where \ denotes set difference and C symbolizes the set complemen-
tation operator.

2.3 Connected Operators and Connected Component Locality

After establishing the connected class concept in the previous section, let us
define the concept of connected operator. [7] [8] [9] [10].

— A connected operator only extends the input image flat zones (or piecewise-
constant regions).

It should be noticed that, from its definition, a connected operator cannot
introduce discontinuities and, therefore, preserves shapes. In a binary framework,
connected operators are grain-removing and pore-filling operations. Connected
filters are connected operators that are idempotent.

The fact that connected filters preserve shapes makes them useful tools for
image simplification and segmentation purposes [11] [12].

The concept of connected-component (c.c.) local operator, which is defined
next, embraces both increasing and non-increasing operators that treat each
grain and pore independently of the rest of the input [13].

Definition 1 Let E be a space equiped with 7,. An operator i : P(E) — P(E)
is said to be connected-component local (or c.c. local) if and only if, VA €
P(E),Vr e E

(a) v-(A) # Q)v'Yaﬂ/}(A) =0=VBe P(E),v2(A) = 72(B) : 7.9 (B) = 0.
(b) 72(A) = 0,79 (A) # 0 = VB € P(E),7:0(A) = v.0(B) : 7.¢(B) # 0.

3 Connected Filters and the Strong Property

In this section we will study the strong property and its relationship with open-
ings and closings, in particular to their alternating sequential compositions.

The strong property [14] [2] is a robustness property satisfied by certain
morphological filters.

Definition 2 A filter ¥ is strong if and only if W =VIN\N¥) =PI\ ?).

If a filter is strong then certain variations (such as noise) of the input do not
cause variations in the output. Figure Blillustrates this concept. Let A be an input
set. If ¥ is strong, then for all sets B such that AA¥(A) < B< AV ¥(4) =
U(A) = ¥(B). Another way to state this is saying that ¥ is strong if and only
if ¥ is both an A-filter and a \/-filter (see [14] [2] for those related concepts).
Openings and closings are, respectively, anti-extensive and extensive filters that
satisfy the strong property.

In the definition of this important property does not appear any connectivity
reference nor 7, in the formula. Nevertheless, in practice the strong property
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(a) Sets A, B, and W(A). If ¥ is strong, then ¥ (B) = ¥(A)

Fig.2. Strong filter example.

is in some way quite related to connectivity, and, in particular, to connected
operators. Some types of filters are not strong when they are not connected but,
on the contrary, satisfy this property if they are connected. This can be the case,
for example, of the connected alternating filters ¢y and yy. In fact, the central
point of this section will be to study the strong property under certain conditions
for ¢ and +, and to use it to characterize the class of filters by reconstruction.

In some theoretical studies in mathematical morphology [2] [7] [15], the fol-
lowing equation

VY = Yo (2)

where 1 is an operator, has served to define some types of filters, especially con-
nected filters. This interesting equation will be studied in detail in the following
sections.

3.1 Opening Case

If 4 is an opening v in equation (2)), we have the following property:
Property 1 vy,v = v,7v = 7 is c.c. local.
Therefore, such an opening removes grains and treats each one independently

from the rest. In fact, if an opening + is c.c. local and connected, then we can
define 7 using the useful concept of trivial opening:

Y= \/’Yo’Yxa (3)

where 7, is a trivial opening.

Definition 3 An opening v, is a trivial opening [2] if
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(4) = A, if A satisfies an (increasing) criterion
Yo o (), otherwise

Notice that the trivial opening definition does not imply c.c. locality. In fact,
an opening by reconstruction v can be computed using a non-local trivial opening
(and, nevertheless, the resulting opening by reconstruction would of course be
local).

Thus, for connected openings, it can be said that equation (2)) is equivalent
to expression (B)).

3.2 Closing Case

A different situation arises using equation (2) when 1) is a closing . We introduce
the following property:

Property 2 A closing ¢ is connected = vy, 0 = Yo p-

Property Rlstates that any connected closing satisfies equation (), i.e., that
grains of the closing output are invariant under the closing. A proof is relatively
straightforward. Let E be the space, let 1 be a closing, and let G be a connected
component of the output 1(A4), where A is an input set. Then (G) must be
equal to G if ¥ is idempotent, antiextensive and increasing. Since 1) is connected,
the possibilities are (assuming the space E is connected): (a) G, (b) 0, or (c) E.
However, (b) is not possible (¢ is antiextensive), and (c) is not possible either
(¢ is increasing and idempotent). Therefore, ¥(G) = G.

An important aspect is that equation (), when v is a closing ¢, does not
imply that the closing ¢ is c.c. local. And, therefore, a connected closing that
satisfies equation () (in fact, from property [2, all of them do) cannot always
be expressed by the dual of expression (3), which would be

Y= /\ PoPx, (4)
xr
where ¢, is a trivial closing. The definition of the trivial closing follows (which
is the dual of that of the trivial opening).
Definition 4 A closing ¢, is a trivial closing [Z] if
(4) = E, if A satisfies an increasing criterion
o “ 1 A, otherwise
3.3 Alternating Filters v and ~v¢

In this section we will get an important result by investigating the strong prop-
erty of alternating filters using equation (2)). Later, we will define the filter by
reconstruction class in a way to avoid this type of situations.
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In [7] [15], it has been shown that if a connected opening v and a connected
closing ¢ satisfy equation (@) 1y,1% = v,¢ (substituting ~ for ¢, and similarly
for ¢), then the alternating filter ¢y has the desirable strong property. From
property 2, we also can state this as follows.

Property 3 Let v be a connected opening that satisfies yyzy = Yo7y, and let ¢
be a connected closing (i.e., v and ¢ satisfy equation (@)). Then, the alternating
filter @y is strong.

However, there is a problem using equation () to characterize connected
openings and closings because it is not symmetrical, i.e., it does not treat in the
same way to openings and closings. We have seen that, for openings, equation (2
means that we can express the opening as in expression (3). However, for closings,
equation does not imply that we can express the closing as in expression ()
(which is the dual of expression (B]).

Therefore, the following important (but somewhat undesirable) result should
not surprise us excessively:

Property 4 Let v and ¢ be, respectively, a connected opening and a connected
closing that satisfy equation (3). Then, the alternating filter vy is not necessarily
strong.

Notice that property d does not contradict the morphological duality principle.

Let us show and study an example of a case in which vy is not strong, under
the assumptions of property Bl Let us first consider the opening and closing
used in the example in Figure Bl which are computed employing reconstruction
algorithms [16]. The opening by reconstruction will use as marker the result of
the erosion e, where B is the structuring element that can be seen in Fig.[Bl(a),
along with the input set. The opening v removes vertical grains of width smaller
than that of B, and therefore ~y eliminates the small vertical grains at both sides,
as shown in Fig. Blb). The closing ¢ uses as marker the dilation dc where the
structuring element C' is composed by two particles, as can be seen in Fig. Blc).
The closing ¢ fills vertical pores of width 1 if there are vertical grains at left and
right at a certain distance determined by C' (the distance between the central
pore and the grains at each side). In Fig. [B(d), the central pore has been filled.
Both v and ¢ satisfy equation (@), but v is c.c. local whereas ¢ is not.

The example in Figure @ illustrates property M. Fig. B{a) shows the input
set (which is the same as that in Fig. Ba)). The closing first fills the central
pore in Fig.@(b), and the subsequent opening removes the grains at the sides in
Fig.[(c). The result of A A vp(A) is shown in Fig.[l(d), where we can notice that
the central pore is not filled, and the grains at both sides are missing. Because
the grains at both sides are missing, in Fig. H(e) the result of the subsequent
closing does not fill the central pore. Then, in Fig.[4(f) the last opening leaves the
image unchanged, and the final result yp(A A vp(A)) is shown. We see clearly
that vo(A A ve(A4)) # vp(A), and that, therefore, y¢ is not strong.

The reason to obtain this result, i.e., that (v is strong whereas ¢ is not,
when v and ¢ are connected and satisfy equation (Z), is because of the non-
symmetrical nature of equation ().
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|
B
) Input set A (in black) and stelt B underneath (b) v(A)
©
(c) Input set A (in black) and stelt C' underneath (d) ¢(A)

Fig. 3. Example of results of opening v and closing ¢. Note: the structuring elements
B and C are both centered.

3.4 Openings and Closings by Reconstruction, and the Filter by
Reconstruction Class

The “negative” result of property dl strongly supports that classes of connected
openings and closings be defined by dual expressions. An important class should
be that defined by expresions ([B) and ().

The authors of this paper have used in other works [9] [13] [17] expresions
and (@) to define the important class of openings and closings by reconstruction.
Since those expressions are dual of each other, openings and closings are not
considered differently.

Definition 5 An opening v is an opening by reconstruction if and only if v =
V. VoYz, where o is a trivial opening.

Definition 6 A closing ¢ is a closing by reconstruction if and only if ¢ =
N Poa, where o is a trivial closing.

The duality of the previous definitions eliminates problems such as that com-
mented in property [, and we have that: If v and ¢ satisfy, respectively, defini-
tions [A and [@, then ¢y is strong and, by duality, yo is strong as well. We then
normally use the term filters by reconstruction to denote those filters composed
of openings and closings by reconstruction. Sometimes filters by reconstruction
(in particular, openings and closings by reconstuction) are defined in terms of
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(a) Input set A (in black) (b) v(A)

(c) ve(A) (d) ANve(A)

(e) p(AANvp(A)) (f) ve(A ANve(A))

Fig.4. Strong property not satisfied. Since y¢(A) (in (c)) is different from
Ye(AAN~vp(A)) (in (f)), then vy is not strong. Note: the opening 7 and closing ¢
used are those described in Fig. 3.

algorithms by reconstruction, which is an alternative and valid way to define
them if the definition indicates what the markers used in the reconstruction are
(in general, algorithms by reconstruction just guarantee the connectedness of
the resulting operator). Nevertheless, we prefer definitions ] and [@] since they
are not linked to any particular implementation.

4 Conclusions

This paper has investigated the strong property of connected morphological fil-
ters, in particular of connected openings, closings and alternating filters. We
have first studied a well known condition that guarantees that the connected
components of a filter output are also invariant. This condition does not treat
symmetrically openings and closings, and we have obtained a result in which a
property satisfied by a filter is not satisfied by the dual family under that condi-
tion (a result that of course does not stand in contradiction to the morphological
duality principle). This result supports that the class of openings and closings by
reconstruction should be defined by dual formulae, which prevents results such
as that commented in the paper.
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