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Abstract. Parallel programs executing on non-dedicated SMPs should
be adaptive, that is, they should be able to execute on a dynamically
varying environment without loss of efficiency. This paper defines a uni-
fied set of services, implemented at the operating system level, which
can be used to embed adaptability in any thread-based programming
paradigm. These services meet simultaneously three goals: they are highly
efficient; they are orthogonal and transparent to the multithreading pro-
gramming model and its API; and they are non-intrusive, that is, they
do not compromise the native operating system’s resource management
policies. The paper presents an implementation and evaluation of these
services in the Linux kernel, using two popular multithreading program-
ming systems, namely OpenMP and Cilk. Our experiments show that
using these services in a multiprogrammed SMP yields a throughput
improvement of up to 41.2%.

1 Introduction

The advent of shared-memory multiprocessors (SMPs) and the broad spectrum
of applications in which SMPs are employed have popularized thread-based par-
allel programming models. The multithreading paradigm is a convenient means
for implementing concurrent tasks that communicate through a virtually or phys-
ically shared memory address space. A multitude of multithreading interfaces
for parallel programming is in use, including standardized interfaces like POSIX
threads [4] and experimental systems that serve as the backend of specific algo-
rithmic (e.g. Cilk [2]) or compilation (e.g. Nanothreads [11]) frameworks.
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The metrics used so far as evaluation criteria of multithreading systems are
primarily the overhead of thread management and the quality of the user-level
thread scheduler in terms of response time. Recently, it has been recognized that
the performance of applications and the overall throughput of the system in the
presence of multiprogramming are becoming factors of increasing importance
for the evaluation of multithreading systems. This stems from a shift from a
dedicated to a non-dedicated mode of use of modern SMPs. In a non-dedicated
mode of use, an SMP is shared among multiple programs and the workloads
submitted to it often exceed the system’s capacity, thus necessitating some form
of resource multiplexing by the operating system.

From the perspective of a multithreading system, coping with multiprogram-
ming and resource sharing requires a degree of adaptability embedded in the
system. Each multithreading program should be capable of executing efficiently
on a dynamically varying number of processors. The program should be able
to both resume preempted computation, should it lose a processor and utilize a
newly granted idle processor.

The literature provides a wealth of solutions for attacking the performance
bottlenecks that arise from the interference between multiprocessing and mul-
tiprogramming [1,3,6]. However, little effort has been spent on the transpar-
ent integration of these solutions and multithreading programming models in
a generic, model-independent manner. Existing frameworks for efficient multi-
programmed execution either pose stringent requirements on the multithreading
model, or depend on the semantics of the multithreading model.

Some representative examples depict the situation. Process control and rele-
vant frameworks [14] require that the multithreading system uses a task-queue
execution paradigm. Hood [10], an extension of Cilk that encompasses a non-
blocking user-level scheduler, works only under the assumption that the task
queues are organized as stacks with complicated semantics and that the compu-
tation is expressed in a strict fork/join style, analogous to that of divide-and-
conquer algorithms. The Nanothreads [11] architecture requires a compiler that
parallelizes programs in multiple levels of task granularity and injects code to
select the thread granularity that maximizes efficiency at runtime. It is rather
unfortunate that despite the wealth of solutions, popular thread-based program-
ming standards like POSIX threads and higher-level programming models based
on thread-based systems, such as OpenMP [9], lack the required adaptability to
ensure efficient parallel execution in the presence of multiprogramming.

This paper addresses the problem of embedding multiprogramming adapt-
ability to thread-based systems in a totally transparent manner, that is, inde-
pendently of the internals of the thread-system and without modifying its API.
The ultimate purpose of our work is to improve the scalability of any thread-
based system on a multiprogrammed SMP, regardless of the theoretical thread
model that the system implements, or its implementation idiosyncrasies.

We present the design of a kernel-level infrastructure, which provides a min-
imal set of services for multiprogramming adaptability. These services can be
used by any threads library and include a bidirectional communication channel
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between the operating system and multithreaded applications, a second-level
scheduler that controls the execution of adaptive multithreaded applications and
two mechanisms that enable applications to eliminate idling at synchronization
points. These mechanisms are built on top of existing operating system compo-
nents, however they do not alter the available resource management policies of
the operating system. Furthermore, the services do not require changes in the
source code or recompilation of multithreaded applications.

We implemented our services in the Linux kernel and modified the Linux-
Threads library [7], which is an implementation of the POSIX 1003.1c threads
standard for Linux-based systems. We used these modified versions to embed
adaptability in two multithreading programming models with radically different
characteristics, namely OpenMP and Cilk. Our results from multiprogrammed
executions of programs written with both programming models show that our
services achieve sizeable improvements in throughput (from 4.6% up to 41.2%)
compared to the throughput of the native Linux kernel.

The remaining of this paper is organized as follows: Section 2 gives a general
overview and Section 3 describes a prototype implementation of the proposed
infrastructure in the kernel of Linux. Section 4 describes the additions required
in threads libraries to use the kernel-level infrastructure and focuses on the
modifications made in the LinuxThreads library. Section 5 provides experimental
evidence on the value of our approach and Section 6 concludes the paper.

2 The Proposed System Software Architecture

The goal of the proposed system software architecture is to facilitate execution
adaptability under multiprogramming. This implies that applications must be
armed with mechanisms that enable them to adapt to a dynamically changing
execution environment. The most valuable among these mechanisms are those
that eliminate idling at synchronization points and minimize cache and memory
interference by space sharing the processors of the system. It has been shown
that adapting the number of threads of an application to the available number
of processors and resuming threads that have been preempted while executing
useful work in the critical path can improve significantly the performance of the
operating system scheduler, in terms of execution time and throughput [8]. These
services are orthogonal to both the programming model and the multithreading
back-end used to express parallelism. As a consequence, the natural levels of
implementation and exploitation of such services are the operating system and
the run-time threads libraries respectively.

An implementation of these services should ideally satisfy three conflicting
requirements. The first is efficiency; the overhead of the services must be kept
at a minimum. The second is transparency. These services should be injected
to any thread-based programming model or library, without having to change
the native API. Non-intrusiveness, finally, implies that the services do not alter
the fundamental resource management policies of the operating system, which
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Fig. 1. The Proposed System Software Architecture

are always designed to satisfy a broader spectrum of criteria, rather than just
executing efficiently multithreaded programs.

A schematic diagram of a kernel-level infrastructure designed to fulfill these
requirements is depicted in Figure 1. There are three components that interact
to provide the desired functionality. The first is a bidirectional communication
channel between the operating system and each application. This channel allows
applications to inform the kernel about their needs on resources and be informed
about the scheduling decisions taken by the kernel. Since scheduling decisions
are taken frequently, the communication channel has to be asynchronous and
very efficient, in order to let applications access scheduling information with low
overhead and only when required. A shared arena [11], i.e. a set of memory-
resident pages mapped to both the user and the kernel address spaces can serve
this purpose. Using the shared arena, applications exchange information with
the kernel through loads and stores in shared memory.

The second component of our infrastructure is a non-intrusive scheduler,
built on top of the native kernel scheduler. This scheduler controls only adaptive
multithreading applications and its objectives are to distribute fairly CPU time
among adaptive applications and apply suitable scheduling policies that enable
applications to execute efficiently on a dynamically varying set of resources.

The last component of our infrastructure encompasses a set of services that
let the applications effectively utilize idle processors. Most threads libraries over-
come both the problem of eliminating idling at synchronization points and the
implications introduced by inopportune preemptions of threads in an essentially
similar way, i.e. by having idle threads yield their processors to other potentially
non-idle threads. Exploiting this similarity makes it possible to provide a limited
set of common services that can be used by most existing threads libraries.

Implementing such services in the operating system and exploiting them in
threads libraries allows user applications to take advantage of these services
in a totally transparent manner. There is no need to modify or recompile an
application to use these services, provided that it is dynamically linked with
a threads library. A new distribution of the library that uses the kernel-level
infrastructure is sufficient to arm these applications with the desired adaptability.
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3 Kernel Interface and Services Implementation

We implemented a prototype of our infrastructure in the Linux kernel. The
shared arena has been implemented by allocating a resident memory page for
each application that uses our mechanisms and sharing it between the threads
library and the kernel. This page is used by the threads library to inform the
kernel on the number of processors each application can effectively use. In addi-
tion, the kernel informs the threads library on the number of processors it has
granted to each application, the number of its preempted threads and the states
of its threads.

A new scheduler has been implemented, in order to apply the desired schedul-
ing policies to the applications that use our infrastructure. For the purposes of
this work we use a policy that mixes time- and space-sharing to equalize the
CPU time allocated to each program in the long-term, while letting parallel pro-
grams utilize multiple processors [12]. Our scheduler ensures that all applications
make progress at the same time and no application starves for CPU time. The
decisions of our scheduler are taken into account by the native scheduler only at
specific points. More specifically, the native operating system scheduler selects
the next thread to run on a processor. If the chosen thread belongs to an appli-
cation which is controlled by our scheduler we assign the processor to a thread
of the same application selected by our scheduler. In this way, the native sched-
uler continues to share fairly CPU time between all applications running on the
system, while our scheduler applies the desired policy to adaptive applications.

Two more services have been implemented to assist applications in effectively
utilizing idle processors. The first one comprises a mechanism which a thread
can use to voluntarily handoff a processor to another thread. This mechanism
can be used at thread joining. Each thread that completes its assigned com-
putation checks the shared arena to see if there are preempted threads of the
same application. If this is the case, it hands off the processor to one of them.
The second mechanism handles yielding of processors. A thread can yield its
processor to the operating system if it decides that it cannot use that processor
effectively. If such a thread belongs to an application that uses our infrastructure,
local scheduling is initiated, which means that a new scheduling decision affect-
ing only that processor will be taken. The second-level scheduler tries to assign
the processor to another thread of the same application that has useful work to
execute. If such a thread does not exist, the processor is assigned to a thread of
another application [8]. Local scheduling is also performed if a thread controlled
by our scheduler is dequeued from the run-queue of the native scheduler. Such
a thread cannot use a processor until it is re-inserted in the run-queue.

4 Threads Library Modifications

Only minor modifications are required in threads libraries, in order to exploit
the functionality of the kernel-level infrastructure described earlier. The threads
library has to invoke a registration system call before it starts creating threads.
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In practically all implementations of dynamic shared libraries, there exists a
function that initializes the library, which is called at the beginning of execution
of each application and can be used for this purpose. The second addition has to
be made in the function that implements joining of threads. A check is performed
in the shared arena to examine if the application, to which the joining thread
belongs, has preempted threads. If this is the case, a second system call is used
to handoff the processor to another thread in the application.

No modifications are required in the threads library in order to exploit the
functionality offered for threads that yield their processor. The required function-
ality is embedded in the native system call that implements processor yielding
and is activated in the case of registered applications.

As an example, we describe the modifications applied to the LinuxThreads
library, which is a POSIX-like threads library for Linux based systems. In Linux,
the GNU compiler and linker provide the option of constructor functions. These
are functions that are executed on behalf of the application before the execution
ofmain (). The LinuxThreads library uses such a function to initialize its internal
data for each application that starts executing on the system. The invocation of
the registration system call is added to that function.

The function that implements joining of threads in a POSIX compliant li-
brary is called pthread_join(). The check in the shared arena and the invo-
cation of the handoff system call are added, in our case, in this function. The
overall changes required in any threads library are minimal and in the case of
the LinuxThreads library the additional code is only about 30 lines long.

The yielding functionality of our infrastructure is indirectly exploited by the
pthread mutex lock() and pthread_cond wait() functions. The first imple-
ments locks and yields its processor when a thread fails several times to grant a
lock, while the second yields its processor when a thread reaches a barrier.

5 Performance Evaluation

To evaluate the efficiency of our approach we used a set of applications writ-
ten with two different programming models, namely OpenMP and Cilk. These
programming models differ in all aspects, including scheduling, synchronization,
and most notably target application domain. OpenMP is nowadays the de facto
standard for portable shared-memory parallel programming in FORTRAN, C
and C++. Cilk is an algorithmic multithreaded language that achieves optimal
scheduling bounds for a certain class of multithreaded computations, i.e. multi-
threaded computations expressed with recursive fork/join sequences and having
unit-distance data-dependencies between their threads.

The first application used in our experiments is Heat, which is distributed as
an example program together with the Cilk programming language. Heat uses a
Jacobi-type iterative algorithm to solve parabolic partial differential equations
using a finite-difference approximation that models the heat diffusion problem.
As representatives of the OpenMP programming model, we have chosen four ap-
plications from the NAS Benchmark Suite [5]. The Embarrassingly Parallel (EP)
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benchmark generates pairs of Gaussian random deviates. The CG benchmark is
an implementation of the Conjugate Gradient method, which performs unstruc-
tured grid computations and communications. MG uses a MultiGrid method
to compute the solution of the 3-dimensional scalar Poisson equation. Finally,
SP solves a 3-dimensional Scalar Pentadiagonal system. These applications were
chosen because they mimic the data movement and computations of a wide range
of real-world applications, with the exception of EP, which is used to determine
the peak performance that a system can achieve.

We used version 5.3.1 of Cilk to compile Heat. For the applications selected
from the NAS benchmarks suite we used the OmniMP [13] compiler, version 1.2s.
Both environments convert programs written in the corresponding programming
model into equivalent C programs that use POSIX threads. The executables are
created from the intermediate code using the native C compiler of the system,
which in our case is gcc 2.95.2.

The machine used for the evaluation is a Compaq Proliant 5500, equipped
with 512 MBytes of physical memory and four Pentium-Pro processors, each one
clocked at 200 MHz and incorporating 512 Kbytes of L2 cache. The operating
system used is Linux 2.2.15 and the LinuxThreads library version is 2.1.3.

The first set of experiments consists of homogeneous workloads, i.e. work-
loads of concurrently running, identical copies of the same benchmark. Each
benchmark creates four threads and the quantity of concurrently active bench-
marks is equal to the degree of multiprogramming we want to achieve. We have
experimented with multiprogramming degrees from 1 to 16 in powers of two.
Each workload has been executed three times and the results reported are the
averages of the three executions. We measure the average turnaround time of
the benchmarks, which is a metric that characterizes the sustained throughput.
The workloads used exceed the CPU capacity of the system by as much as a
factor of four, which we consider as heavy load and representative for state-of-
the-art SMP servers. We have used workloads with a total memory request less
than the amount of memory available in the system, to isolate the impact of
the schedulers on resident CPU-bound parallel jobs and factor out the adverse
effects of paging.

The results are depicted in Figure 2. The absolute turnaround times of each
benchmark have been normalized with respect to the absolute turnaround time
of the same benchmark with 16-way multiprogramming and without using the
kernel infrastructure. Table 1 lists the execution times used as normalization fac-
tors in each case. The maximum variation of run-times among the application
instances within a workload is 2.96% for the modified and 2.4% for the unmod-
ified kernel. The maximum variation of run-times among the repetitions of each
experiment is 1.89% for the modified and 4.47% for the unmodified kernel. The
differences are in both cases very small.

The execution times attained using the modified kernel and library are in
most cases better and in the remaining few cases equal to the ones attained
using the unmodified versions. A second observation is that embarrassingly par-
allel applications, like EP and SP, exhibit very good scalability in the presence
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Fig. 2. Normalized turnaround times of the evaluation workloads

of multiprogramming, even without the modified versions of the kernel and the
library. For such applications the execution times obtained by the modified ver-
sions are equal to the ones obtained by the standard versions. This indicates
that the overhead of our infrastructure is negligible. The real value of our ap-
proach shows up in more complicated applications with irregular communica-
tion patterns and high synchronization requirements, like CG, MG and Heat.
The system throughput improvement for these applications ranges from 4.6% to
41.2%. Moreover, using our services, the execution time increases linearly with
respect to the increase of multiprogramming degree. This is not the case when
the unmodified versions of the kernel and the library are used.

EP and SP have a coarse-grain barrier synchronization pattern, which fa-
cilitates fair allocation of CPU time among processes by the native scheduler.
On the contrary, CG, MG and Heat synchronize more frequently. Under mul-
tiprogramming, the delay between the first and the last process arriving at a
barrier is significantly increased. Our mechanisms reduce this delay by granting
the processor to a process of the same application, whenever a yield occurs. The
fairness of CPU time allocation among processes is preserved in the long term,
via the native scheduler priority mechanism.

The second experiment consists of a mixed workload, which contains all five
benchmarks. Each benchmark creates four threads and a copy of SP is the first

Table 1. Absolute turnaround times (in seconds) of all benchmarks with 16-way
multiprogramming and without using the kernel infrastructure

SP EP CG MG HEAT

3392.61 570.64 351.90 274.61 306.87
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that starts executing. After 15 seconds a copy of EP starts executing and finally,
after another 15 seconds one copy of CG, MG and Heat start to execute simul-
taneously. The workload has been executed three times and the results, shown
in Table 2, are the averages of the three executions. We measure the time that
each application requires to complete its execution. The results show a signifi-
cant improvement when the modified kernel is used, with the exception of Heat.
This last result is unexpected, according to the execution time that each appli-
cation requires individually. Further investigation showed that Heat never yields
its processors, but its threads have the same probability with all other threads
running in the system to take a processor that another application yields, when
the unmodified kernel is used. This phenomenon raises an issue of unfairness for
the native kernel. In the case of the modified kernel, the yielding system call
tries first to hand off the processor to a thread of the same application. This
reduces significantly the amount of CPU time allocated to the threads of Heat,
thus improving the fairness of the system.

Table 2. Execution times (in seconds) of all benchmarks in the mixed workload

CG MG HEAT EP SP

With kernel support 42.99 47.57 61.13 105.74 271.47
Without kernel support 95.42 77.93 54.12 121.39 289.51
Difference (%) 54.95 38.96 -12.96 12.89 6.23

6 Conclusions

We presented the design and implementation of a kernel-level infrastructure that
provides a set of services to embed multiprogramming adaptability to thread-
based systems in a totally transparent manner. The main advantages of this
infrastructure are efficiency, transparency and non-intrusiveness. These services
can be exploited by any threads library with limited modifications and applica-
tions benefit from our mechanisms and scheduling policies, without changing or
recompiling their source code.

Our results have shown that applications conducting unstructured compu-
tations benefit greatly from the added functionality and that the performance
gain increases when the multiprogramming degree is increased. Moreover, fully
parallel applications that exhibit good scalability in the presence of multipro-
gramming without the modified versions of the kernel and the library, are not
negatively affected by our mechanisms.

Currently, our implementation is focused on CPU bound applications. Our
next step is to fine-tune the implemented services, in order to make them appli-
cable to I/O bound applications. This will enable commercial applications with
high I/O activity (e.g. databases, web servers etc.) to exploit our infrastructure.
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