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Abstract. Grey forecasting based on GM (1,1) has become an important meth-
odology in time series analysis. But due to the limitation of predicting non-
stationary time series, an improved grey forecasting GM (1,1) model with 
wavelet transform was proposed. The time series data was first decomposed to 
different scales by wavelet transform with à trous algorithm previous of Mallat 
algorithm in the parallel movement of time series, and then the decomposed 
time series were forecasted by GM (1,1) model to obtain forecasting results of 
the original time series. Time series prediction capability of GM (1,1) combined 
with wavelet transform was compared with that of traditional GM (1,1) model 
and autoregressive integrated moving average (ARIMA) model to energy 
source consumption and production forecasting in China. To effectiveness of 
these methods, eighteen years of time series records (1985 to 2002) for energy 
source consumption and production were used. The forecasting result from GM 
(1,1) model with wavelet transform for the data from 2000 to 2002 presented 
highest precision of three models. It shows that the GM (1,1) model with wave-
let transform is more accurate and performs better than traditional GM (1,1) and 
ARIMA model.   

1   Introduction 

Time series analysis was used to forecast the developing trend or changes in the fu-
ture according to a data set arranged by time, and it has been applied widely in many 
different fields such as economics, sociology and science. Traditional statistical mod-
els including autoregressive (AR), moving average (MA), exponential smoothing, 
autoregressive moving average (ARMA) and autoregressive integrated moving aver-
age (ARIMA) [1] are the most popular time series methodologies, but their forecast-
ing abilities are constrained by their assumption of a linear behavior and thus it is not 
very satisfactory. To improve forecasting non-linear time series events, alternative 
modeling approaches have been developed. Recently, non-statistical methods and 
techniques [2][3] have been applied to detect and predict the changes in the region of 
non-linear time series, like grey system, artificial neural network (ANN) and fuzzy 
logic systems that can find the characteristic of complex and random data and build 
accurate time series models, especially of grey system that is more effective for a data 
set with poor message [4]. 

Deng [5] first proposed the grey system to build a forecasting model according to 
real time series of controlling system. Grey system is used to study the object that 
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only presents a small part of information in the whole, and then deduce and obtain 
unknown or new information to develop the system.  All that can be done is to find 
out some regular patterns from the data of time series which is called grey forecasting. 
The grey forecasting based on GM (1,1) model [6] can try describing those uncertain 
parameters which are important but lack measurable messages by grey parameters and 
grey series. The solution to grey differential equation of the GM (1,1) is an exponen-
tial function which is appreciate for the fitting of more stationary data but not fit for 
the fitting of data with seriously random fluctuation. The precision for prediction will 
be decreasing when it is used to handle the data with great fluctuation which results in 
many limitations in some fields. Thus, many researchers proposed new methods to 
improve the GM (1,1) model. Tien [7] did the research on the prediction of machining 
accuracy by the deterministic grey dynamic model DGDM (1,1,1). He [8] used grey-
markov forecasting model for the electric power requirement in China. Liu [9] im-
proved the stability of grey discrete-time systems.  

Wavelet transform has been studied for many years by mathematicians and widely 
used in numerous applications. The wavelet transform is performed using translated 
and dilated versions of a single function, which is called a wavelet. It is a mathemati-
cal process that cut up data into different frequency components, and then study each 
component with a resolution matched to its scale. Because the signal becomes simpler 
in different frequency components, and is also smoothed by wavelet decomposition, 
the stationary of signals is better than that in non-decomposition. For the data with 
seriously random fluctuation, it is considered to use GM (1,1) model after it is proc-
essed by wavelet decomposition. Then the conventional grey forecasting can be used 
to predict these data series. 

In this study, a new time series forecasting model technique the GM (1,1) with 
wavelet transform was proposed, and the application of this forecasting model was 
also presented. In addition, the other two models including traditional GM (1,1) and 
ARIMA were evaluated on the basis of their efficiency to provide accurate fits and 
operational forecasts on the history data of energy source consumption and production 
in China.  

2   Research Methodologies  

2.1   The ARIMA Model 

Box and Jenkins [10] proposed an ARIMA (p,d,q) model which considers the last p-
known values of the series as well as q of the past modeling errors as follows: 

1 1t i t i j t j t

p q
y y e

i j
φ θ ε− −= + +∑ ∑

= =
 (1) 

First or second order differencing by d-times processes the problem of non-
stationary mean, and logarithmic or power transformation of original data processes 
non-stationary variance. 

To evaluate the appropriateness of the selected ARIMA model, the ‘portmanteau’ 
test Q, was also considered by calculating the statistical quantity Q as follows: 
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In the ARIMA (p,d,q) model, Q follows a 2 ( )m p qχ α − −  distribution. 

When 2 ( )Q m p qχ α≤ − − , the ARIMA (p,d,q) model is appreciate and acceptable, 

otherwise the model is not valid and needs reformulation.  

2.2   Wavelet Transform 

Theoretical Background. The decomposition of signals is an important procession in 
Wavelet transforms, especially for the analysis of non-stationary time series. There are 
many algorithms of wavelet decomposition, such as Mallat [11] algorithm, which has 
been proposed to compute the discrete wavelet transform (DWT) coefficients. It needs 
two extractions from signals and leads to the reduction of signal spots. It is very disad-
vantage to be used in prediction. However, Wickerhauser [12] considered if the input 
discrete f[n] has 2L (L∈N) nonzero samples. There are L different scales, and each 
scale sequence and wavelet sequence’s length are decimated by two with change of 
scale. Thus, this paper adopt a simple, quick algorithm called à trous algorithm without 
signal extraction [13]. By à trous algorithm, the sequence’s length of decomposed time 
series won’t change. What’s more, the length of decomposed series in scales is equal to 
the length of original series. This algorithm overcomes the problem from Mallat algo-
rithm. Besides, it is good for the reconstruction of decomposed series.  

The à Trous Wavelet Transform. It is supposed that there is a time series 
( )( 1, 2,..., )x t t N=  to be processed by wavelet decomposition, where N is the present 

time-point. It is arranged as
0

( ) ( )c t x t= . The decomposition with à trous algorithm is 

as followed: 

1( ) ( ) ( 2 )i
i i

k

c t h k c t k
+∞

−
=−∞

= +∑ ( 1, 2, ...)i =  (4) 

1( ) ( ) ( )i i iw t c t c t−= − ( 1, 2, ...)i =  (5) 

In the formula, )(kh is a discrete low-pass filter. ci(t) and )(twi ),...,2,1( Ji = are the 

scaling coefficients and wavelet coefficients of scale i, and J is scale number. The 
number of different scales is under log(N) (N is the length of time series). 
{ }JJ cwww ,,...,, 21  is called wavelet decomposition or wavelet transform series under 

scale J. 
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Then, the decomposed wavelet was reconstructed with à trous algorithm as fol-
lows: 

0 ( ) ( ) ( )
1

iJ

J
c t c t w t

i
= + ∑

=
 (6) 

The wavelet pass filter called Haar )
2
1

,
2
1

(=h was selected in à trous algorithm. 

Here is the derived formula for the decomposed series in corresponding space. 

1

1
( ) ( ( 2 ) ( ))

2

i
i i Jc t c t c t+ = − +  (7) 

1 1( ) ( ) ( )i i iw t c t c t+ += −  (8) 

From formula (7) and (8), it is easy to find that the wavelet coefficient for any time 
spot can be calculated without the information after the time of t. 

Besides, wavelet transform with à trous algorithm needs decomposed values out-
side signal boundaries. Although other strategies could be envisaged, we use a mirror 
approach x(N-K)=x(N+K).This is tantamount to redefine the discrete filter associated 
with the scale function in the signal boundary region and to redefine the associated 
wavelet function in this region. It is hypothesized that future data is based on values 
in the immediate past. Not surprisingly there is discrepancy in fit in the succession of 
scales, which grows with scale as larger numbers of immediately past values are taken 
into account. The first values of our time series, which also constitute a boundary, can 
cause difficulty, but this is of no practical consequence. 

2.3   GM (1,1) Grey Forecasting  Model 

It is supposed that (0)x is an original time series 

{ }(0) (0) (0) (0)
(1), (2), ..., ( )x x x x N=  (9) 

and a new series is given by the accumulated generating operation (AGO) 

{ }(1) (1) (1) (1)(1), (2),..., ( )x x x x N=  (10) 

where
(1) (0)( ) ( )

1

t
x t x i

i
= ∑

=
, 1, 2, ...,t N= .  

According equation (10), the grey generated model, based on the series 

{ }(1) (1) (1) (1)(1), (2),..., ( )x x x x N=  is given by the first-order differential equation 

uax
dt

dx =+ )1(
)1(

 (11) 
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where the coefficient a and grey control parameter u are the model parameters to be 

estimated. Then the least squares solution of )0(x is as followed: 
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According to the equation (12), )1(x  can be predicted. By inverse accumulated gen-

erated operation (IAGO) of )1(x̂ , the forecasting value can be reversed. 

(0) (1) (1)ˆ ˆ ˆ( 1) ( 1) ( )x t x t x t+ = + − ( 1, 2, 3, ...)t =  (13) 

where
(0)ˆ ( )( 1, 2, ..., )x t t N=  is the regression value of original data series 

(0)
( )( 1, 2, ..., )x t t N= , and 

(0)ˆ ( )( )x t t N>  is the predicting value of original data 

series.  

2.4    GM (1,1)  Grey Forecasting Model with Wavelet Transform  

There is a time series x(t) (1,2,…,N). It is processed by wavelet decomposition with à 
trous algorithm. And then the time series in every layer is reconstructed. It can be 
showed  

1 2 ... J Jx w w w c= + + + +  (14) 

In this equation, { })(),...,2(),1(: Nwwww iiii
 is detail signals in the decomposed layer 

i. { })(),...,2(),1(: Ncccc JJJJ
 is the approaching signals in the decomposed layer J. 

Thus, )()(...)()()( 21 tctwtwtwtx JJ ++++= , where )(tx  is known at the time of 

{ }Ntt < . The value next time can be obtained (equation (15)).  

1 2( 1) ( 1) ( 1) ... ( 1) ( 1)J Jx t w t w t w t c t+ = + + + + + + + +  (15) 

The steps of prediction for )1(),1(),...,1(),1( 21 ++++ tctwtwtw JJ
 are as followed. 

    First, move the difference of information parallel in time series for every layer of 

iw  and Jc . Then, the series moved is used to evaluate the parameters in GM (1,1). 

After moving, )1(),1(),...,1(),1( 21 ++++ tctwtwtw JJ
 is predicted by GM (1,1) 
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model. The value of forecasting is )1(ˆ),1(ˆ),...,1(ˆ),1(ˆ 21 ++++ tctwtwtw JJ
. Finally, the 

predicting value of original time series x is obtained, 

1 2
ˆ ˆ ˆ ˆ ˆ( 1) ( 1) ( 1) ... ( 1) ( 1)J Jx t w t w t w t c t+ = + + + + + + + +  (16) 

3   Examples 

A new forecasting model GM (1,1) with wavelet transform, traditional GM (1, 1) 
model and ARIMA model proposed in this paper were applied to  forecast energy 
source consumption and production in China. The duration considered in this study 
ranges from 1985 to 2002. These data shown in Table 1 were refereed from National 
Bureau of Statistic of China [14].   

Energy source consumption and production are influenced by many factors, includ-
ing the economy development, industry structure, weather, policy and so on. It was 
shown that the time series of energy source consumption and production in a country 
have serious random fluctuation. However, in order to harmonize the relationship 
between the high needs and reduction of energy source, it is more and more important 
to a country to make a prediction for energy source consumption and production in 
the future. From Table 1, it was found that the data were rising year by year, while 
fluctuating randomly.  

Table 1. Energy source consumption and production of China from 1985 to 2002 (unit: ten 
million kilogram standard coal)  

Year 
Energy source 
consumption 

Energy source 
production 

Year 
Energy source 
consumption 

Energy source 
production 

1985 76682 85546 1994 122737 118729 

1986 80850 88124 1995 131176 129034 

1987 86632 91266 1996 138948 132616 

1988 92997 95801 1997 137798 132410 

1989 96934 101639 1998 132214 124250 

1990 98703 103922 1999 130119 109126 

1991 103783 104844 2000 130297 106988 

1992 109170 107256 2001 134914 120900 

1993 115993 111059 2002 148222 138369 

To eliminate the fluctuation of these two data sets, wavelet transform with à trous 
algorithm was used to data processing before GM (1,1). Fig. 1 shows the decomposed 
signals of low and high frequency in two layers. The non-stationary time series data 
was smoothed and parallel shifted by wavelet decomposition, and the fluctuation was 
considered noises decomposed into high frequency. The detail signals and approach-
ing signals were used for wavelet reconstruction.  
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(a) (b) 

Fig. 1. Detail signals of (a) energy source consumption and (b) energy source production in low 
and high frequency of two layers with wavelet decomposition  

In this study, wavelet transform was performed in software Matlab 7.0, and GM 
(1,1) and ARIMA model were achieved in DPS, a software of data processing system 
for Practical Statistics [1].  

The forecasting results for energy source consumption and production from 2000 
to 2002 by GM (1,1) with wavelet transform were shown in Table 2. Meanwhile, the 
forecasting values from traditional GM (1,1) and ARIMA were also obtained. In these 
three models, GM (1,1) with wavelet transform displayed the highest precision except 
one year forecasting on energy source production. The data without any processing 
used in GM (1,1) gave the lowest precision, which revealed the default of GM (1,1) 
model for non-stationary series only using poor information to forecast. Although 
ARIMA model seems better than GM (1,1), it needs more history data. For practical 
application, most of the forecasting problems are described under poor information in 
a data set, or even a small data.  Thus, the improved GM (1,1) based on wavelet trans-
form is promising for non-stationary or lack information time series forecasting. 

Table 2. Forecasting results from three different models for the energy source consumption and 
production from 2000 to 2002 (unit: ten million kilogram standard coal)  

Wavelet-GM (1,1) GM (1,1) ARIMA 
Energy source consumption 

Prediction Precision Prediction Precision Prediction Precision 
136141 95.71% 149483 87.17% 140261 92.90% 
139278 96.87% 155455 86.79% 128887 95.53% 
143761 96.99% 161665 91.68% 135567 91.46% 

Energy source production 
114161 93.72% 133790 79.97% 103809 97.03% 
120226 99.44% 137300 88.06% 112351 92.93% 
126715 98.20% 126716 91.58% 113291 81.88% 
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4    Conclusions 

Grey forecasting model is a good method for the time series changed smoothly. How-
ever, the predicting precision will reduce when it is used to forecast time series with 
serious random fluctuation. The non-stationary time series are influenced by many 
factors, which make the prediction more complexly. The wavelet transform is an effec-
tive tool for time history dynamic analysis of structures. The problem in GM (1,1) 
model can be solved by wavelet analysis, which can decompose the time series into 
different layers according to the different scales. As the case study shows that the accu-
racy of GM (1,1) model with wavelet transform in forecasting energy source consump-
tion and production from 2000 to 2002 is higher than these in traditional GM (1,1) and 
ARIMA models. Thus, it is concluded that GM (1,1) model with wavelet transform is 
promising for time series analysis, especially for non-stationary time series.  

Besides, there is a problem in wavelet decomposition. The selection of algorithm in 
wavelet decomposition is very important for the result of wavelet analysis. In this 
paper, a simple and quick algorithm called à trous algorithm without signal extraction 
was used in wavelet decomposition. By à trous algorithm, the length of decomposed 
series in scales is equal to the length of original series. This algorithm overcame the 
problem from Mallat algorithm. However, wavelet transform with à trous algorithm 
need decomposed values outside signal boundaries. Although other strategies could 
be envisaged, we used a mirror approach. It is necessary to study further whether this 
method is popular for any time series. 
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