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Abstract. To ensure the safety and efficiency of the pedestrian traffic, this pa-
per presents a real-time system for moving pedestrian detection and tracking in 
sequences of images of outdoor scenes acquired by a stationary camera. The 
self-adaptive background subtraction method and the dynamic multi-threshold 
method were adopted here for background subtraction and image segmentation. 
During the process of tracking, a new method based on gray model GM(1,1) 
was proposed to predict the motion of pedestrians. And then a template for 
tracking pedestrian continuously was presented by fusing several characters of 
targets. Experimental results of two real urban traffic scenes demonstrate the ef-
ficiency of this method, then the application of this method is discussed in real 
transportation system. 

1   Introduction 

Pedestrian is one of the most principle participants in transportation system, ensuring 
the safety and smoothness of the pedestrian traffic is an important goals to construct 
the city transportation system. But in present research, only vehicles are consid-
ered[1][3], while pedestrians are mostly neglected. When designing the traffic control 
scheme, the delay of vehicles and the length of vehicles’ queue are the most important 
targets to evaluate the performance of the system. The obstacles of intelligent vehicles 
are thought mostly vehicles too. But in real traffic scenes, the influence of pedestrians 
can not be neglected, especially in the traffic environment of China which is a typical 
mixed traffic. The information of pedestrians can not only be used to realize a traffic 
control application such as a pedestrian control scheme at intersection, but also can be 
used to design the safety system and navigation system of  Intelligent Vehicles. Pe-
destrian detection is the most common approach to obtain the pedestrian information 
in traffic scenes. It is the foundation to analysis and comprehend pedestrian behavior.  

Tracking moving pedestrians in video streams has been an active area of research 
in computer vision. In recent years, many researchers have begun to do research in 
this area. Stereovision is the most common method to detect pedestrians[4][5]. It is 
efficient in middle and short distance, but is too computationally expensive and the 
system is complex. Neural network[4][5] and the step rhythm[6][7] are used to recognize 
pedestrians in some systems. This method is complex and not credible. To detect the 
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pedestrian the legs must be detected exactly, so this method will be disabled when the 
legs can not be detected for some reason. So an approach to detect moving pedestrians 
in congested traffic scenes based on monocular vision was presented. It includes two 
course of processing: segmentation and tracking. The self-adaptive background sub-
traction method and the dynamic multi-threshold method are adopted here for back-
ground subtraction and image segmentation. A new method based on gray model 
GM(1,1) was proposed to predict the motion of pedestrians, which will improve the 
accuracy. A simple criterion based on multi-features is used for classification and 
template matching, guided by motion prediction for tracking. Tested using real traffic 
video sequences, the system are able to track multiple isolated pedestrians robustly. 

2   Moving Pedestrian Extraction 

Reliable tracking requires that the pedestrians can be segmented out reliably. To be 
useful, the segmentation method needs to accurately separate pedestrians from the 
background, be fast enough to operate in real time, be insensitive to lighting and 
weather conditions, and require a minimal amount of initialization. This can be done 
by using either models describing the appearances of the targets or a model describing 
the appearance of the background.  

At the images level, we perform background subtraction and thresholding to pro-
duce difference images. On the assumption that the camera is still, the background 
difference method is comparatively efficient and simply to detect moving objects. The 
moving object can be segmented out according to the following equation.   

),(),(),( jiBjiIjidif k −=  . (1) 
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, ),( jiB  represent the current image and current background respectively. 

2.1   Adaptive Background Segmentation 

A self-adaptive background subtraction method is used for segmentation. This method 
is much simpler and more robust to update the background. In addition, this method is 
also insensitive to lighting conditions and has the further advantage of not requiring 
initialization with a background image.   

Take the first frame as the initial background. For each frame of video sequence, 
we take the difference between the current image and the previous image giving the 
difference image
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Here, kI ，

1−kI  represent the two continuous images of the image serial, the value of 

T  is 10% of the peak value. 
We update the background by taking a weighted average of the current background 

and the current frame of the video sequence. However, the current image also con-
tains foreground objects. Therefore, before we do the update we need to classify the 
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pixels as foreground and background and then use only the background pixels from 
the current image to modify the current background. The binary object mask is used 
to distinguish the foreground pixels from the background pixels.  

⎩
⎨
⎧

=+−
=

=
−

−

0           ,)1(

1            ,

1

1

kkk

kk
k BWBI

BWB
B

αα
 . (3) 

kB , 1−kB and kI represent the new background, the instantaneous background and 
the current image respectively. The weight assigned to the current and instantaneous 
background affect the update speed. We want the update speed to be fast enough so 
that changes in illumination are captured quickly, but slow enough so that momentary 
changes do not persist for an unduly long amount of time. The weightα has been 
empirically determined to be 0.1. We have found that this gives the best tradeoff in 
terms of update speed and insensitivity to momentary changes.  

2.2   Select the Two Thresholds Dynamically 

After subtracting the current image from the current background, the resultant differ-
ence image has to be thresholded to get the binary object mask. The resulting con-
nected regions are then grouped into pedestrians and tracked. Since the object mask 
itself is used to update the current background, a poorly set threshold would result in 
poor segmentation. So the choice of the threshold is critical. The pedestrians’ appear-
ances change dynamically, so a static threshold cannot be used to compute the object 
mask. Therefore we need a way to update the threshold as the current background 
changes. The difference image is used to update the threshold.  

The reason using two different thresholds is for detecting the nature of occlusion. 
In our images, a major portion of the image consists of the background. Therefore the 
difference image would consist of a large number of pixels having high values. And 
the histogram contains mainly two parts: the noise and the statistical characters of the 
motion object. We use this observation to decide the thresholds. On assumption that 
the noise parameters obey the Gaussian model, which can be described as follows: 
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Among these, μ  represents the mean value, 
lσ , 

rσ represents the parameters of the 

two parts of noise at the both sides of the mean value. 
The histogram of the difference image will be filtered using the middle-value filter. 

Then find the two segmentation thresholds at the filtered histogram. The histogram of 
the difference image will have high values for low pixel intensities and low values for 
the higher pixel intensities. To set the left threshold, we look for the first dip in the 
histogram that occurs to the left of mean value, starting from the pixel value 

lx σμ 3−=  corresponding to the histogram. The corresponding pixel value is used as 
the left threshold

lT . To set the right threshold
rT , the method is similar as looking for 

the left threshold. We need to look for the first dip in the histogram that occurs to the 
right of the mean value, and start from

rx σμ 3+= .  
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2.3   Segmentation 

Moving entities are then extracted as follows：  
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In order to eliminate noise from being classified as foreground, a threshold is used 
so that any blob with area smaller than the threshold is deleted from the foreground. 
Several measures were taken to further reduce the effect of noise. A single step of 
erosion followed by a step of dilation is performed on the resulting image and small 
clusters are totally removed. And also, the background image is updated using a very 
slow recursive function to capture slow changes in the background.  

3   Pedestrian Tracking 

The purpose of tracking pedestrians is to obtain the tracks of the pedestrians. The key 
is to detect and track pedestrians continuously. In every frame, a relation between the 
blobs in the current frame is sought with those in the previous frame. Then the pedes-
trian in the detection region can be tracked. Achieving robust tracking in outdoor 
scenes is a hard problem owing to the uncontrollable nature of the environment. Fur-
thermore, tracking in the context of an intersection should be able to handle non free-
flowing traffic and arbitrary camera views. 

3.1   Detection and Recognition  

The individual regions are computed using a connected components extraction 
method. The various attributes of the blob such as centroid, area, and elongation that 
can be computed during the connected component extraction.  

Although the pedestrians are much different, the shapes of them are similar and the 
inverse proportion of the height and the width comply with certain criterion. We 
model the pedestrian as a rectangular patch with a certain dynamic behavior. The area 
of the pedestrian is smaller and the dispersibility of the shape is larger comparing with 
vehicle. There we can define the dispersibility as follows: 

/APdis 2=  . (6) 

Here the equation (6) represents the shape dispersibility; the l, w, P and A stand for 
the height, width, perimeter and the area. According to the two characters, we can 
distinguish pedestrians from vehicles. We found that this simple model adequately 
resembles the pedestrian’s shape and motion dynamics for the purpose of tracking. 

3.2   Motion Prediction 

To improve the efficiency of the approach, we need to have an estimation of where to 
place the box corner which represents the detected pedestrian with respect to the dis-
tance of one bounding box corner and the centroid of the pedestrian are obtained. 
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Hence, the parameters estimated are the distance of a corner point from the centroid, 
the length and the height of the pedestrian. 

The motion of the pedestrian is random and difficult to depict. Therefore, we 
choose the grey model GM(1,1) as the motion model to predict the motion of the 
pedestrian. The future state of the pedestrian is predicted by processing the records 
using the GM(1,1). The definition of the GM(1,1) is as follows: 
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The equation Tbaa ),(ˆ =  represents the predicting parameter serial. The following 
result will be obtained: 
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Using these estimated parameters, request the difference equation, and the follow-
ing prediction model can be obtained:  
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Using the model, the previous three positions can be used to predict pedestrians’ 
next position. The new data will be used to update the record. The process is quickly 
enough and the date needed is few. So the pedestrians’ up-to-the-minute movement 
law can be tracked and the position conditions can be predicted exactly.  

3.3   Matching 

Tracking is then performed by finding associations between the pedestrians in the 
current image with those in the previous frames based on the proximity of the blobs. 
The pedestrian in the current image inherit the timestamp, label and other attributes 
such as velocity from a related pedestrian. So, the parameters such as condition, 
shape, area and statistical characteristics are computed for each pedestrian.  

Because of the association of the pedestrian motion in temporal and spatial, the po-
sition can be considered as the most important feature. First search the area of around 
the prediction position, if detect nothing then the tracking is failed. Otherwise we can 
continue judge according to other features.  

Although blobs obtained from difference images can be sufficient to decide the lo-
cation of pedestrians in many cases, the intensity information may be useful to resolve 
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certain ambiguities. The use of such information in the form of statistical distribution 
of intensities may add to the robustness of the current system and is worth pursuing. 
We use the following two statistical characteristics: the mean gray value and the coef-
ficient of the consecutive frames which are computed out for matching.  

Then the template of the detected objects can be build according to these dates and 
used to track moving pedestrians. During the process of tracking, the matching model 
is build up for each object, so we can judge whether the object appears around the 
detecting region and the template are matching or not. If succeed, then track the ob-
ject and the template is updated by the object’s new characters. Otherwise, the tem-
plate remains, and the next frame will be processed. A blob is considered at the pedes-
trian level only if it is tracked successfully for a certain period of time. This elimi-
nates blobs that appear then disappear momentarily, such as most blobs that appear 
due to tree motion back and forth. 

4   Results and Application 

We test the proposed method using the two video sequences acquired by a stationary 
camera. One is that there is only single people in the traffic scene, the other is there 
are many pedestrians. The size of the image is 240320 × , the image collection rate is 
0.1fra/s. The velocity of process is 11fra/s, so it is quickly enough for the system. 
 

                     

Fig. 1a. The histogram of the difference image            Fig. 1b. The segmented image 

The Fig 1.a shows the histogram of the difference image. The calculated thresholds 
are 34−=lT , 65=rT . The Fig 1.b shows the segmentation result using the thresholds. 

As is shown in Fig.2, the pedestrian is modeled as a rectangular patch whose di-
mensions depend on its location in the image. The dimensions are equal to the projec-
tion of the dimensions of an average size pedestrian at the corresponding location in 
the scene. As the following figures shown, pedestrians close to each other and several 
pedestrians appearing at the same time can be detected exactly. 

The results of the GM(1,1) position estimation for a pedestrian are shown in Fig.3. 
The position estimations of the GM(1,1) are presented against the actual measure-
ments in Fig 3.a. The two tracks are similar and the result showed that this approach 
can track the pedestrian perfectly. Fig 3.b is the real image showing the detection 
result, the thinner line rectangle represents the predicted position of the pedestrian, 
and the wider one is the real position. 
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Fig. 2. The result of pedestrian detection                  Fig. 4. The result of pedestrian tracking 

  

  Fig. 3a. The result of tracks comparing            Fig. 3b. The result of position comparing 

Fig 4 is the results of tracking. The lines behind the pedestrians show the trajecto-
ries of the pedestrians. And the time used to pass the region and the velocity can be 
calculated out given the frame rate. By analyzing the trend of the coordinate, we can 
know the moving direction of the pedestrian. At last, the outputs of the system are all 
these results. For example, in the Fig.4, the pedestrian come into and leave the region 
at the 231th and the 367th frame. The time is 13.6s. The real length of the region is 
15.5m, and the velocity is 1.14m/s. The direction is towards the camera. 

In most cases, pedestrians were tracked correctly throughout the period they ap-
peared in the scene. For each pedestrian in the view of the camera, the system pro-
duces location and velocity information when the pedestrian is visible. And the speed 
of each pedestrian can be recorded successfully. It also gave periodic averages of 
speeds of pedestrians that belong to one of several categories. The system can be 
applied reliably. The system has a peak performance of 15fra/s. In a relatively clut-
tered image, the processing rate dropped down to about 11fra/s.  

There is a wealth of potential applications of pedestrian tracking. The data can be 
used in a scheduling algorithm to control walk signals at an intersection. And it can 
detect and track not only humans in front of or around vehicles but it can also be em-
ployed to track several diverse traffic objects of interest. One should note that the 
reliable detection and tracking of traffic objects is important in several vehicular ap-
plications. In this paper, we are mainly interested in applications related to traffic 
control with the goal of increasing both safety and efficiency of existing roadways. 
For example, information about pedestrians crossing the streets would allow for 
automatic control of traffic lights at an intersection. Pedestrian tracking also allows 
the use of a warning system, which can warn drivers and workers at a work zone from 
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possible collision risks. The proposed approach also has a large number of potential 
applications, such as security monitoring, event recognition, pedestrian counting, 
traffic control, and traffic-flow pattern identification applications emphasize tracking 
on a coarser level. 

5   Conclusions 

This paper presents a real-time system for moving pedestrian detection and tracking 
in images sequences of outdoor scenes acquired by a stationary camera. This ap-
proach was tested using two traffic video images, and the potential application is 
discussed. This approach can detect and track pedestrians exactly and robustly in most 
cases. The system outputs the spatio-temporal coordinates of each pedestrian during 
the period when the pedestrian is in the scene. 

To improve the precision and stability of the system, the approach should be ame-
liorated in many aspects. For example, how to track several pedestrians in the clus-
tered traffic scenes; and also how to track pedestrians at night; these are all problems 
should be solved in the next research.  
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