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Abstract. Legacy applications are still heavily used in Grid systems. In
modern service-oriented Grid environments such applications are adapt-
ed to work as services. Monitoring of applications is often necessary
for various purposes, such as debugging, performance analysis, fault-
tolerance, etc. In this paper we present a framework for monitoring of
legacy applications wrapped as services. We adapt the OCM-G system
for monitoring of distributed legacy applications (such as MPI) to work
as part of a broader service-oriented monitoring infrastructure GEMINI.
We address monitoring and instrumentation at both service-level and
legacy-level. Our instrumentation is fine-grained, i.e. we support instru-
mentation and monitoring at the level of individual code regions.

Keywords: grid, monitoring, instrumentation, legacy applications,
service-oriented architecture.

1 Introduction

Grid systems based on modern service-oriented architecture (SOA) still heavily
use legacy code. For needs of debugging or performance measurement there is
necessity to monitor such legacy applications both at the level of service invoca-
tions and legacy code. The basis of monitoring of applications is instrumentation:
we insert additional instructions into the application’s code to generate events
and pass monitoring information to the monitoring system. Instrumentation in
a service-oriented environment cannot be statically inserted whenever we need to
monitor an application, since we usually do not have the opportunity to change
the source code, compile and deploy the application on demand.

We propose a solution for instrumentation which is: (1) dynamically enabled
and disabled, (2) fine-grained to enable monitoring at the level of code regions,
(3) accessible through a standardized instrumentation service to expose instru-
mentation functionality to arbitrary tools and services. This feature involves
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a standardized high-level representation of the application to let the user easily
pick code regions to be instrumented, and a standardized language for expressing
instrumentation requests.

For legacy applications wrapped as services, it is important to address mon-
itoring at both service-level and legacy-code level in a coordinated way, e.g. to
relate delays at the service-level to respective code regions at the legacy-level.
However, those two aspects involve completely different execution environments.
If different monitoring and instrumentation tools are used for those two levels,
we are likely to fail in providing a unified view of the monitoring data. Therefore,
a generic monitoring system is desirable to collect data from various sources.

To our knowledge, though some grid application monitoring approaches do ex-
ist, e.g. Mercury [8], none of the current efforts addresses the described problems
in a comprehensive way.

We present a framework to instrument and monitor legacy applications
wrapped as services. In this effort, we employ several existing systems and speci-
fications. The existing system OCM-G [1] [2] is used for monitoring of MPI appli-
cations. We extend the OCM-G to support the concept of Standard Intermediate
Representation (SIR) [3] to provide an abstract view of the application as a con-
venient way for the user to pick individual code regions to be instrumented.
We have designed an instrumentation service compliant with a standardized
language WIRL (Workflow Instrumentation Request Language) for specifying
instrumentation requests. The mentioned functionality is integrated with the
GEMINI monitoring infrastructure [4] [5], which provides us with opportunity
to build custom sensors in order to collect information about any entity we want
to monitor (legacy application in our case), and ensures the transport of the
monitoring data over the Grid.

2 Legacy Monitoring Framework

Our framework used to monitor legacy applications is depicted in Fig. 1. The
main monitoring system is GEMINI – Generic Monitoring Infrastructure for
Grid resources and applications. GEMINI accepts requests for monitoring data
and instrumentation, and also transports those requests and monitoring data
over the network. GEMINI also deals with instrumentation at the service-level
of the application. For this we used application sensors developed with GEMINI.
However, in this paper we will focus on the legacy-level aspect. More information
about GEMINI can be found in section 4.

The actual instrumentation and monitoring of the legacy application is done
by the OCM-G monitoring system [1] [2]. We adapt the OCM-G to work as
a GEMINI sensor. The OCM-G which supports multi-site parallel applications
is based on the OMIS specification. The OCM-G custom sensor is an adaptation
layer between GEMINI and the OCM-G. From the viewpoint of the OCM-G,
the sensor is a tool connected to the OCM-G which sends monitoring requests
expressed in OMIS. For GEMINI, however, this component works as a sensor
compliant to the Generic Sensor Infrastructure. In OCM-G, the requests for
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Fig. 1. Legacy Monitoring Framework

data can be expressed in a powerful imperative manner using OMIS[7]. GEM-
INI, on the other hand, employs an less complex, declarative monitoring request
language PDQS combined with the instrumentation request language WIRL.
GEMINI also uses a different data representation than the OCM-G. Thus, the
main task of the high-level OCM-G sensor is to process queries from monitoring
service of GEMINI (expressed in WIRL and PDQS) and convert them to ap-
propriate OMIS monitoring requests supported by OCM-G. And also to convert
OMIS responses containing monitoring data to the data representation compli-
ant with GEMINI.

Additionally, we have also adopted the OCM-G to fully support fine-grained
instrumentation of legacy applications (see section 3).

Clients of GEMINI are provided with service interface which enable them to
control the instrumentation and monitoring and to obtain the monitoring data.
Client thus can request SIR to have an abstract view of application and then
select individual code regions to be instrumented.

3 Fine-Grained Instrumentation

Our approach to instrumentation is to combine source code instrumentation
and binary wrapping with the dynamic control of the measurement process at
runtime. The instrumentation is inserted statically via patching of source code
or binary libraries, while activation and deactivation of the instrumentation is
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done at runtime. In our opinion, this approach could work for services: while
developers of applications might be required to instrument their code, the cost of
inactive instrumentation will be insignificant, and it will be possible to activate or
deactivate required parts of instrumentation at runtime. Future implementations
of instrumentation may be based on a fully dynamic approach. We provide a tool
to automatically insert probe functions at defined places into source files and
to generate SIR descriptions of the code. We include SIR into the application
executable.

Compiler and Linker 
Wrapper

Application
Source Code

Instrumented
Application
Source Code

Object Code

Executable

SIR Generator

Source Code
Instrumentator

Linker

Compiler

SIR

SIR

SIR
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1.2 SIR Generation
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2. Placing SIR

3. Compilation
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Fig. 2. Instrumentation process

To specify instrumentation requests, GEMINI exposes a service interface com-
pliant with WIRL language (Workflow Instrumentation Request Language).
WIRL is a XML-based language in which the user specifies which code regions
are to be instrumented and what metrics to compute for those code regions
(e.g. wall-clock time for code region A). The WIRL requests are translated into
OCM-G’s OMIS requests.

Our goal is to support monitoring at the level of individual code regions.
Currently, the OCM-G does not allows this, we can only monitor all calls to
a specified function. However, the OCM-G offers the mechanism of probes which
can be inserted at arbitrary places into the source code of the application to
generate custom events. We have extened the OCM-G with the capability to
extract the SIR description from the application. With this and the usage of
probes, the OCM-G can fully support instrumentation at the level of individual
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code regions. The detailed process of instrumentation and SIR generation is
presented in Fig. 2.

1. First we take the application’s source file and run a tool to instrument all
code regions in it (currently function invocations) – step 1.1 Instrumentation.
The tool, based on the parsing of the code, also generates the SIR description
of the code – (step 1.2 SIR Generation).

2. Then SIR is inserted (as a static string variable) into the instrumented source
file (step 2. Placing SIR).

3. Instrumented code is next compiled by the OCM-G compiler wrapper (step
3. Compilation).

4. Received object code is linked with an MPI library, probably pre-
instrumented by the OCM-G (step 4. Linking).

After we have done those steps, we have the instrumented application exe-
cutable which includes SIR that can be obtain by the monitoring system. In
SIR, code regions are described, among others with unique names that can be
transformed into probe names of the OCM-G. In this way, user “clicks” that
indicate code regions described in SIR can be transformed into GEMINI and
finally OCM-G monitoring requests.

4 GEMINI – Generic Monitoring Infrastructure

Our main monitoring infrastructure is GEMINI [4] [5]. GEMINI is a generic
infrastructure designed to collect monitoring data from arbitrary sources (ap-
plications, resources, services, etc.) and transport this data over a distributed
network.

GEMINI is generic not only in terms of a variety of supported monitoring data
types, but also in that if offers standardized interfaces to query and subscribe
for the data and a standardized monitoring data representation. GEMINI also
provides a Generic Sensor Infrastructure which enables to easily develop and
deploy sensors which produce monitoring data to GEMINI.

Fig. 3 presents the peer-to-peer architecture of the GEMINI Framework. This
is a planned architecture; the current prototype provides a full monitoring func-
tionality though only multiple separate Monitors can be deployed. GOM is an
external registry that is used to publish GEMINI services and monitoring data
provided. D-Monitors and Monitors form a super-peer architecture to transport
monitoring data and data requests. D-Monitors expose interfaces to query and
subscribe for monitoring data in PDQS and also to issue instrumentation re-
quests in WIRL. Sensors are data producers which are connected to Monitors
and D-Monitors.

To specify instrumentation requests in GEMINI, WIRL (Workflow Instrumen-
tation Request Language) language is used. In WIRL one can request to attach
application to be ready for instrumentation, enable/disable or finalize instru-
mentation and get the SIR of an application. The second interface exposed by
GEMINI is PDQS (Performance Data Query and Subscription). It is employed
to specify query and subscription requests for monitoring data.
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Fig. 3. Architecture of the GEMINI Monitoring Infrastructure

5 Summary

We have presented a framework for monitoring legacy applications wrapped as
services and deployed in a grid. The framework is composed of a generic monitor-
ing infrastructure GEMINI to transport the monitoring data and also data and
instrumentation requests and a legacy system for monitoring distributed appli-
cations the OCM-G. The OCM-G was adapted to be compliant with GEMINI.
A completely novel aspect of instrumentation was the support to instrument the
application at the level of code regions. Thanks to GEMINI, unified view on
monitoring data from the service-level and from the legacy-level of application
is possible. This paper was focusing on the legacy level. In the future we would
like to evaluate the presented solution on some real-world application scenarios.
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