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Abstract. In this paper we present a 3D human face reconstruction framework 
based on stereo sensor coupled with a structured lighting source. Starting from 
two calibrated images, the active part (video projector) which project controlled 
lights, allows the operator to locate two sets of structured features with sub-
pixel accuracy in both left and right images. Then, exploiting epipolar geometry 
improves the matching process by reducing its complexity from a bidirectional 
to a unidirectional search problem. Finally, we perform an adapted dynamic 
programming algorithm to obtain corresponding features in each conjugated 
scanline separately. Final three dimensional face models are achieved by a pipe-
line of four steps: (a) stereo triangulation, (b) data interpolation based on cubic 
spline models, (c) Delaunay triangulation-based meshing, and (d) texture map-
ping process. 

1   Introduction 

Over recent years, face detection [1], analysis, measurement and description have 
been applied widely in several applications [2] such as recognition, surveillance, mul-
timedia document description, etc. Most face recognition technologies have two chal-
lenges: first, significant changes in lighting conditions cause system performance 
degradation. The alternative problem is their sensitivity to pose variations, indeed 
existing software compares probe image to gallery images taken at various angles. In 
our work, we propose to capture the 3D facial geometry in order to enhance recogni-
tion process. Having 3D images of faces we can generate a synthetic view at any 
angle and perform recognition algorithms.  

In this paper we present a face reconstruction method based on a hybrid structured 
light and stereo sensor technique. This report is organized as follows: in section 2, we 
describe some existing methods for geometry recovering based on optical methods. 
Section 3 presents an overview of our system. A comprehensive description is given 
in sections 4, 5, 6, and 7. Finally, we present some experimental results and some 
future work in sections 8 and 9. 



 3D Face Modeling Based on Structured-Light Assisted Stereo Sensor 843 

2   Related Work 

In recent years, 3D human face acquisition technologies have made great progress. The 
successful solution of this problem has immense potential for applications in many 
domains. In this section we briefly review some approaches to recovering 3D facial 
geometry. Four potential optical methods are proposed: laser scanning, coded light 
range digitizers, silhouette-based methods, and multi-image/motion based approaches. 
Commercial 3D digitizers such as Cyberware [3] and Minolta [4] non-contact scanners 
are based on laser triangulation; Laser rays coming out of light source hit the object 
surface and are captured by a camera in a different angle using a rotating mirror. These 
devices take a short time to capture highly accurate reconstructions. However, they are 
expensive and the data are usually noisy requiring manual editing. In the case of multi-
image based methods various approaches are developed. The classical ones use stereo 
sensors to acquire simultaneously two [5] or a set of images [6, 7], 3D information is 
found by triangulation; the intersection of optical rays going from projection centers 
joining corresponding features in images. The greatest challenge of these approaches is 
the matching process and the accuracy of the reconstructed models depends on preci-
sion of the matching. In the second category of these methods, the data source is a 
video sequence of face and Structure From Motion (SFM) algorithm is the most used 
approach. In [8] authors use SFM algorithms which are enhanced with a generic model 
as an initial solution. Here the obtained shape represents an approximation of the real 
face. Another solution is given by a structured light-based approach in which some 
kind of special lighting is directed to the object to be scanned. These active approaches 
help to solve the correspondence problem, which is a difficult task in passive methods. 
Depth information will be extracted from pattern deformation such as techniques pre-
sented in [9] and [10] but these devices are restrictive, so need to regroup a set of par-
tial models. Other solutions have been developed such as silhouette extraction based 
methods [11], photometric methods [12] and face from orthogonal views methods [13] 
which produce an approximation of a real face.  

3   Proposed Approach: Overview  

Our approach is based on a binocular sensor, the minimal system for performing opti-
cal triangulation, coupled with a video projector which helps to resolve the matching 
process with a sub-pixel precision. Having a pair of points, each of them in a different 
image, which are projections of the same 3D point, this spatial point can be recon-
structed using the cameras’ light-rays intersection.  But, the real challenge is how to 
establish corresponding pairs of points. Figure1 illustrates the overview of our system: 
in order to find camera parameters and the relationship between them, we calibrate the 
binocular sensor. After the calibration process, the correspondence problem, initially a 
two-directional search problem becomes a one-dimensional search problem, by apply-
ing image rectification to the pair of images. In the image acquisition process we take 
two images from each camera corresponding to normal and inverse light pattern pro-
jections. Consequently, the stripe intersections improve the edge detection process with 
a sub-pixel precision. Then an adapted dynamic programming algorithm is applied to 
perform matching feature sequences in left and right epipolar lines separately. 
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Fig. 1. Pipeline of 3d face modeling proposed approach  

The final stage is to find a triangulation result for each pair of matching points. In 
order to obtain the 3D face model, we proceed by filtering, interpolating, meshing 
points and finally mapping texture onto a shape of face. 

4   Calibration Step 

This section briefly describes camera model geometry, stereo sensor geometry and the 
calibration processes which include computation of both intrinsic and extrinsic pa-
rameters. The main idea in camera calibration theory is to find a relationship between 
the 3D points of the scene and their 2D projecting point in the plane image. Here, the 
spatial point passes by different transformations in the camera acquisition process. 
Otherwise, calibration process computes changes from the initial 3D point Pw to the 
2D image point Pi. First, the space point Pw is projected on an image plane in Pu by 
perspective projection. Second, the lens distortion changes the point position from Pu 
to Pd. Finally, Pd coordinates must be expressed in the image coordinate system to 
obtain PI. The camera calibration technique used in our approach is described by 
Zhang in [14] where a planner pattern is used. Author computes a closed-form solu-
tion for initialisation, followed by a nonlinear optimization technique based on the 
maximum likelihood criterion which includes lens distortion. 

After calibrations of each camera separately, we must compute the rigid transfor-
mation A=(R,T) between them. Having this calibration data, it makes it possible to 
compute epipolar geometry and perform a rectification process in order to reduce the 
complexity of the correspondence problem. Indeed, given a feature point m in the left 
image, the corresponding feature point must lie on the corresponding epipolar line. In 
a standard stereo setup, conjugated epipolar lines are collinear and parallel to one of 
the image axis, usually the horizontal one. If the pair of images is taken with a general 
stereo configuration, an operation known as rectification can be applied to bring the 
two retinal planes to be coplanar to a common plane in space. The standard rectifica-



 3D Face Modeling Based on Structured-Light Assisted Stereo Sensor 845 

tion consists of selecting a plane parallel with the baseline (OLOR). The two images 
are then re-projected onto this plane. The new images satisfy the standard stereo 
setup. After image rectification the epipolar lines become collinear in the rectified 
cameras and the correspondence finding is limited to a conjugate scanline. 

5   Feature Extraction and Matching 

The key step in the stereo approaches is the matching process which consists of find-
ing the corresponding points between the left and right images. In our approach we 
propose to match a set of features which are detected by projecting negative and posi-
tive patterns of light on a subject. The projection of this kind of structured light helps 
to discriminate some feature points with sub-pixel precision and therefore increases 
precision of the matching process. The section below details the method used for 
stripe edge localization. 

5.1   Stripe Edge Localization  

The classical method for edge detection consists of detecting edges by simple binari-
zation; i.e. with pixel accuracy. However, it is desirable to determine the stripe edge 
position with subpixel accuracy. This can be done by finding zero-crossings of the 
second derivative of the original image in the direction orthogonal to the stripes. An-
other method consists of locating intersections after projecting successively normal 
and inverse patterns. 

  

Fig. 2. Stripe boundary localization and results (detected features stereo images) 

In figure 2 it has been shown how stripe edge can be detected by locating intersec-
tions of interpolated segments AB and EF. It shows also the results of stripe boundary 
detection in both left and right images. 

5.2   Stereo Matching Based on Adapted Dynamic Programming Algorithm 

Dynamic programming is a very useful technique for sequence matching and align-
ments. It solves an N-stage decision process as N single-stage processes. It reduces 
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the computational complexity to the logarithm of the combinatorial problem. In our 
approach we use this mathematical method to match left and right features. When 
images are rectified dynamic programming allows us to find the optimal solution for 
each scanline separately. The monotonic ordering constraint allows the global cost 
function to be determined as the minimum cost path through a disparity space image. 
The cost of the optimal path is the sum of the costs of the partial paths obtained recur-
sively (1). Occlusions are modeled by assigning a group of pixels in one image to a 
single pixel in the other image and penalizing the solution by an occlusion cost occ. 
The score(qi,ei) is a normalized  correlation measurement between features qi and ei.  
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We define cost function as a matrix where lines and columns are indexed by left 
and right features for each scanline. However the principal disadvantage of this 
method is the possibility that local error may be propagated along a scanline, corrupt-
ing other potentially good matches. In this stage of our work, we simply filter the final 
result and false matches are cancelled in order to solve this kind of problem. 

6   Face Modeling 

To obtain a 3D face model we firstly triangulate matched points by finding intersect-
ing points in space of obtained optical rays. Secondly, we mesh points after interpola-
tion based on cubic spline models. Finally we map texture onto the obtained shape in 
order to add realism. Detailed descriptions are given in the following paragraphs: 

6.1   Stereo Triangulation  

Once having obtained the correspondence pairs, the 3D face model, or to be more 
precise its depth, can be recovered. The depth is (approximately) inversely propor-
tional to the disparity (2), which symbolizes the shift of the corresponding points 
between the two images. Consequently, assuming the rectification, the disparity be-
tween a matched pair of points from the left image IL and the right image IR, respec-
tively IL(u, r) and IR(v, r) is defined by d(u,r)= u-v. Now, we concentrate on the re-
covery of the position of a single point, P, from its projections, p and q. The classical 
relationship between depth Z and disparity d is given by formula (2):  

Z
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The 3D coordinates of a point P(X,Y,Z), which correspond to the matched pair IL(u, 
r) and IR(v, r), can be expressed as follows (3):   
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6.2   Model Interpolation and Meshing  

Knowing a set of 3D points we interpolate in order to ameliorate the model’s resolu-
tion and draw the face curve. Many interpolating data methods exist such as, linear, 
polynomial, Lagrange, Hermit, spline, etc. In our approach we use cubic spline func-
tions [15] which are a very popular model for interpolation. The interpolating function 
is made up of a sequence of cubic polynomials across each interval of the data set 
curves that meet at the given data points with continuous first and second derivatives. 
Cubic spline interpolation is significantly better than some other interpolation meth-
ods for relatively smooth data such as faces.   

Once having a 3D interpolated data set (S={p1, p2, …, pn}), we triangulate in order to 
obtain the meshing curve of the face. For that, we use the Delaunay triangulation and 
Voronoi diagram duality, approach amongst the most useful data structures of computa-
tional geometry. The main idea of this algorithm is based on the Voronoi diagram which 
partitions the plane into convex regions, one per point or site. Given the Voronoi dia-
gram of a set of sites the Delaunay triangulation of those sites can be obtained as fol-
lows: Given a set S of n distinct points in R2 Voronoi diagram is the partition of R2 into n 
polyhedral regions Vo(p), p ∈  S. Each region Vo(p), called the Voronoi cell of p, is 
defined as the set of points in R2 which are closer to p than to any other points in S, or 
more precisely, { }pSqq)dist(x,p)/dist(x,RxVo(p) 2 −∈∀≤∈= , Where dist is the Euclid-

ean distance. The convex hull conv(nb(S,v)) of the nearest neighbor set of a Voronoi 
vertex V is called the Delaunay cell of V. The Delaunay complex (or triangulation) of S 
is a partition of the convex hull conv(S) into the Delaunay cells of Voronoi vertices 
together with their faces. This Delaunay triangulation applied to the obtained space 
points gives a 3D face model and the results are shown in figure 3. 

 

Fig. 3. Result of Delaunay triangulation process 

6.3   Texture Mapping  

In computer graphics, texture mapping refers to the technique where an image is 
pasted onto a three-dimensional surface. This technique can significantly increase the 
realism of a scene without increasing the complexity.  

The final stage in our face reconstruction is to map texture onto the 3D shape in 
order to add realism to the face model. Currently, this step is performed by simply 
warping texture image to a 3D surface grid using interpolation. Figure 4 illustrates 
this process: first, we construct the texture image from the pair of left and right im-
ages  then  the  warping procedure allows us to apply a texture onto the 3D shape with  
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Fig. 4. Texture mapping stage 

specific parameters. This method is not the best one, so in our future work we will 
ameliorate image texture and provide some corresponding feature points from 3D 
shape and image texture. 

7   Experimental Results 

Figure 4 shows one textured model result. Our results are obtained from two images 
having 640×480 pixels where faces occupy 1/6 of the total surface and 16 stripes are 
projected onto the face subject. The presented model has 8081 vertices and 63948 
triangles. However, these results can be enhanced by increasing the number of stripes 
and increasing photos’ resolutions in order to cover more details of the face. Some 
parameters are adjustable such as baseline: the distance between the set of cameras 
and the distance from the subject to the sensor. At this moment, we are concentrating 
on computing the best set of parameters for reconstruction. 

8   Conclusion and Future Work 

We have presented in this paper a complete low-cost solution for 3D face acquisition 
using a stereo-structured-light coupled technique. The sensor is first calibred and 
parameters are extracted especially baseline and focal length. Second, epipolar ge-
ometry is also computed in order to reduce the complexity of the correspondence 
search problem. Then, the projection of normal and inverse structured light provides a 
set of point pairs with sub-pixel precision. The global matching optimization is per-
formed by a dynamic programming algorithm for each scanline independently. Fi-
nally, depth is obtained by light-ray intersections. The final face geometry is achieved 
by performing interpolation and meshing techniques. The next step in our work is to 
introduce, in addition to the intra-scaline solution, the inter-scanline consistency con-
straint in order to enhance the matching process and reduce false matching.  
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