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1 Introduction

The success of a deep learning-based network intrusion
detection systems (NIDS) relies on large-scale, labeled,
realistic traffic [1,2]. However, automated labeling of realistic
traffic, such as by sandbox and rule-based approaches, is
prone to errors [3], which in turn affects deep learning-based
NIDS.

Several effective schemes for learning with noisy labels
(LNL) have been proposed, among which the use of parallel
networks for sample selection during training has been shown
to be effective. It is argued that parallel networks can
discriminate samples from different perspectives, thus adding
additional information to the training process. The centerpiece
is maintaining disagreement of networks. Both Co-teaching
[4] and Co-teaching+ [5] train two networks with the same
structure and the same inputs but with different initial weights.
Co-learning [6] trains a two-headed encoder that
collaboratively performs sample selection and weight updates.
The above methods have only a single input, and rely only on
different initial network states to maintain disagreement,
ignoring multimodalities in the data. However, multimodality
is naturally present in the traffic [7,8], and it is difficult to
optimize the model using a single modality.

To solve the above problem, we propose MMCo, a Co-
teaching-like method using multimodal information and
parallel, heterogeneous networks to detect malicious traffic
with noisy labels. Unlike existing methods, (1) MMCo is the
first LNL method that uses multimodality to maintain
disagreement; and (2) the parallel networks in MMCo are
heterogeneous and input different modalities of samples,
which can mitigate self-control degradation and enhance
robustness.

2 Architecture

The architecture of MMCo is shown in Fig. 1. Multimodal
information is extracted from the raw traffic and fed into
parallel-trained networks, which perform collaborative
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training and sample selection from different data perspectives
of local trend variation and long-term behavior. Together, the
trained networks form a malicious traffic classifier.

Notation Let D :=(x,,x5,9) be a noisy dataset, where x,
and x;, denote the different modalities of the samples and y
denotes the noisy labels. Fonn and Fran refer to the selected
CNN and RNN with weight parameters 6cnn and OrnN,
respectively, with corresponding inputs D@ :=(x,,9) and
D® := (x3,9). For simplicity, we refer to the inputs as D.

Multimodal information extractor We segment the raw
traffic and extract different modalities, such as semantic and
spatio-temporal modality. In the semantic modality, metadata
of the protocol stack and the agreement of the encryption are
included, since encrypted packets are highly structured. These
metadata are unencrypted, can reflect the communication
setup and negotiation process for encryption suites and
extensions, and can help identify individuals. Then, we extract
the semantic embedding of these fields by a projection
network. Spatio-temporal modalities include size sequences
and arrival time sequences of the packets that characterize the
behavior, such as sending short packets at regular intervals
may indicate Trojan’s keep-alive behavior. Both the above
modalities can help identify malicious traffic from different
perspectives. We input them into suitable networks for
training with noisy labels.

Parallel training Algorithm 1 represents the training
process of MMCo. In this stage, we choose CNN and RNN to
learn two different modalities respectively. The semantic
modality consists of the control and exchange information
represented in the packets, which are aligned and suitable for
processing using CNNs. While spatio-temporal modality is
essentially two time-series with variable length that RNNs are
good at handling.

In each mini-batch, Fcnn and Fran are fed with different
modalities of the same subset. Focnn and Fran select for each
other the samples they consider more important, i.e., the
samples with different distinguish or less loss among all mini-
batches. Only these samples will be used for updating the
parameters of the networks.

L is used to estimate the loss of the samples. In steps 5 and
6, the samples with less loss in each mini-batch are selected.


https://doi.org/10.1007/s11704-023-2386-4

2 Front. Comput. Sci., 2024, 18(1): 181809

Multimodal information extractor Parallel training (see Algorithm 1) Decision fusion

CNN modelE

Semantic feature & /, -

embeding :a B
2 i | ! output

Raw RNN model!
traffic —r
T s, — E—E—E—B— |
TTTTL |

Ist epoch :2nd epoch ;Srd epochll nth epoch e

I
— Dataflow

> %3
. Samples’ indexes

Fig. 1 Architecture of MMCo

Algorithm 1 Parallel training in MMCo
Input:

Ocnw, Ornn, learning rate n, batch size Bs,

A, L.
1: for ein (1,2,...,epochs) do
2:  Shuffle training set D
3 for nin (1,2,. ../D|/Bs ) do
4: Fetch n-th mlm -batch D* from D
5: DCN — arg IIllIlD :ID* \>/1(e)Bv£ (D QCNN)
6 Dyyy < arg minp-p-jace)psL (D*; Orwn)
7 Ocnn < Ocny — VL (D;NN§ QCNN)
8 Ornn < Orvy — VL (D*CNN; QRNN)

9:  end for
10: end for
11: return Ocyy,Orvn

In steps 7 and 8, Ocnn and Ornn are updated using the subsets
selected by each other, respectively. The relative entropy
between the observed and predicted labels is measured.

LD:0)=-

DI Zylog (F(x:0)),

©)

A determines how many samples are selected in each epoch
to update Ocnn and Ornn. Benefiting from the memory
properties of neural networks, they can learn the correct
knowledge preferentially. As the network continually fits the
noisy data distribution, the impact of noisy labels becomes
increasingly  significant. Therefore, A1 is decreased
monotonically with epoch, and the range in this paper is
[0.5,0.9].

Decision fusion In the decision fusion stage, we used the
classical late classifier fusion, i.e., constructing a weighted
linear combination of the scores of both classifiers.

H(x) = wennT (x5 0cnn) + WRNNTF (6 ORNN)- (2)
3 Experiment and analysis

Datasets We need to extract multimodal information from raw
traffic. Therefore, we choose the pcaps provided by CICIDS-
2017 [9] and DoHBrw-2020 [10], which are divided into
training and validation sets. The labels in the training set are
flipped randomly as noise. We set up Symmetric and Asym-

metric scenarios according to realistic situations. In the
symmetric scenarios, all the labels are likely to be flipped,
while in the asymmetric scenarios, only some classes are
flipped. In the validation set, all labels remain unchanged.
Results The disagreement of the two networks is shown in
Fig. 2. The accuracy on the validation set is shown in Fig. 3.
When 200 epochs are completed, the classification networks
of MMCo still maintain 10% disagreement with a final
classification accuracy of 90%, while the disagreement of the
two networks of other methods is close to zero. At this time,
the two networks are in a state of self-control degradation, and
it is difficult to learn more knowledge. However, MMCo can
maintain a higher disagreement compared to others, thus
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helping the classifiers to learn more correct knowledge, with
about 10% higher accuracy.

Table 1 compares MMCo and other methods under different
patterns and noise levels, and MMCo outperforms state-of-
the-art methods.

Table 1 Accuracy under different noise scenarios

Asym. Sym.
Acc(%) 20% 50% 70% 20% 40%
Co-teaching 83.13 81.17 73.55 83.61 73.11
Co-teaching+ 8049 7947  71.88 7989 7283
Co-learning 8024  80.11 7471 80.35  75.54
MMCo (ours) 92.89  90.76 8531 92.86  81.31

4 Conclusion and future work

In this paper, we validated the feasibility of LNL using
multimodal information. We found that MMCo could
maintain higher disagreement through networks with different
structures and modal inputs. This improved the robustness of
the classifier. Thus, MMCo could alleviate the problem of
self-control degradation of parallel models, to which current
LNL methods are prone.

In the future, we will further investigate the analysis of the
representations of two networks in multimodal networks using
explainable artificial intelligence, which may help identify and
clean malicious traffic with noisy labels.
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